ODD Protocol for: Managing ecological disturbances: Learning and the structure of social-ecological networks 
Purpose
To explore and understand the factors driving adoption of treatment strategies for ecological disturbances, considering payoff signals, learning strategies and social-ecological network structure. 
State variables and scales

Ecological agents (represented as ecological nodes) 
· Utility 
· Disturbed (yes/no)

Ecological to Ecological edges 
· Ecological disturbance propagation
Social agents
· Memory
· Degree of Individualism
· Learning 
· Individual learning
· Social Learning (success-biased imitation or conformist imitation)
· Mutation – error in understanding ecological feedback
· Cost of maintaining disturbance-free patches
· Adoption of disturbance treatment strategy (yes/no)
· Payoff
Social to Social edges
· Social learning 
Social Ecological Edges
· Feedbacks between strategy adoption for ecological disturbance treatment, its maintenance and utility gained between the social and the ecological agent.
Process overview and scheduling
The model comprises N connected social and ecological agents. Ecological entities are connected via geoproximity (i.e. the closest node scattered on a 2D grid are connected first, and so on). The social entities are connected via specific network algorithms: randomly, small-world, lattice, preferential attachment and 1:1 correlation with the ecological network. The edge that connects the ecological agents represents the ability of disturbances to propagate from one ecological agent to another. Social agents are affected by a disturbance via utility reduction that impacts their payoff. Social actors have the possibility to adopt strategies that suppress the ecological disturbance on their patch. These strategies can be adopted or not depending on social learning, their memory and confidence in social learning, and payoff. Payoffs are calculated as difference between utility and cost of management. Figure 1A gives a graphical representation of the process just described.

[image: ]
Figure 1A: Model Flowchart


Design concepts
Emergence. Spatial distribution of disturbance, and payoff. 
Adaptation. Social agents adapt via social or individual learning, and mutation (or error in understanding ecological feedback). 
Fitness. Social outcome: Minimization of disturbance prevalence within the system. Individual outcome: maximization of utility.
Interaction. 
1. Ecological and ecological entities interact via propagation of the ecological disturbance.
2. Social and social entities interact via social learning that influences strategy adoption
3. Social and ecological entities interact via strategy to treat the disturbance.
4. Ecological and social entities interact via utility signals of disturbed ecological entities.
Stochasticity. Adoption of strategies has a stochastic component given by error in assessing ecological feedbacks. Also adoption of strategies in social learning is probabilistic (see submodels for actual probability distributions). Initially, 10% of ecological entities are randomly chosen to be disturbed.
Output. Minimum, maximum and average payoff. Percentage of adopters of disturbance treatment strategies, disturbance prevalence (percentage of patches that are “disturbed”). Type of network building algorithm. Ecological network structure, social network structure, average type of learning (individual, conformist, or success-biased)
Initialization
Ecological entities are placed on a grid so as to represent a lattice in a 2D space. The number of ecological entities is the same as the number of social entities. Each social entity is connected (has feedbacks) to one ecological entity (exclusively). 
Ecological entities are connected by placing a specific number of connection in distance order (i.e. the two closest ecological entities are connected first). 
Social entities are connected either:
a) randomly (a specific number of connections/edges is randomly assigned to social entities), 
b) 1:1 correlation with the ecological network (i.e. if two ecological nodes are connected, so are the two social nodes that are connected to the ecological ndoes).
c) Resembling a small-world with low =  0.1 (0.2 when 10 social nodes) or high = 0.2 (0.3 when 10 social nodes) rewiring probability network (a lattice of a specific dimension is created and edges are rewired to non-neighboring nodes with probability dependent whether low or high rewiring. The initial lattice determines the total number of edges
d) Preferential attachment with low preference, resembling a scale free network. An initial set of nodes is created and then nodes are created thereafter with the probability of forming connection with existing nodes only of 1 (high preferential attachment) or 0.6 (low preferential attachment). Edges are added or eliminated until a specific number of edges is reached.
Input
The model initial parameters follow the ones described in table 1.
Table 1: Input parameters
	Agent type
	Symbol
	Variable
	Value

	General
	Ns
	Number social entities
	100

	
	Ne
	Number of ecological entities
	 = Ns

	
	csl
	Cost of treatment strategy adoption
	50

	
	rec
	Utility recovery when disturbance is treated
	10

	
	Net?
	Type of social Network
	Random, s-w low, s-w high, pref low, pref high, 1:1 correlated

	Social  Nodes
	mem
	Memory (payoff remembered)
	5

	
	confid
	Degree of Individualism
	0, 3, and 6

	
	lprob
	Probability of being conformist learner (vs success)
	0, 0.25, 0.5, 0.75, and 1

	
	A
	Adoption of strategy
	No treatment

	
	learn
	Learning type
	Success/Conformist depending on lprob

	
	mu
	Mutation (or learning error)
	0.02

	
	th
	Parameter for conformist bias imitation
	3

	Ecological Nodes
	y
	Utility (baseline)
	Set homogeneously at 100

	
	eff
	Utility loss due to disturbance
	10

	
	Ninf
	Fraction of Initially disturbed ecological patches
	10%

	Edges
	E(ee)
	Number of Edges connecting ecological nodes
	0, 100, 200, 300, 500, 1000, 2500, 4950

	
	E(ss)
	Number of Edges connecting social nodes
	0, 100, 200, 300, 500, 1000, 2500, 4950

	
	prew
	probability of rewiring edges for small world social networks
	0.1, 0.2

	
	ppref
	probability of preferential attachment
	0.6, 1



Submodels

Model Setup:
· Ecological Network
· Landscape is represented by an unweighted, undirected network
· Landscape patches are represented by Ne ecological nodes scattered randomly on a 2D grid
· Multiple edge between two nodes and loops are not allowed
· Edges are placed between ecological nodes by connecting closest nodes first (based on pairwise Euclidean distances). Maximum number of edges is determined by Table 1.
· Each ecological node is assigned a specific performance (utility = y)
· 10% of ecological nodes are hit by the ecological disturbance (Ninf )

· Social Network
· Social entities are represented by an unweighted, undirected network
· Social entities are represented by Ns social nodes with Ns = Ne
· Multiple links between two nodes and loops are not allowed
· Edges are placed between social nodes depending on the type of social network considered:
· Random a fixed number of edges is randomly placed between nodes
· 1:1 Correlated: two social nodes are connected if and only if the two ecological nodes to which they are linked are also connected
· Small World: a lattice of D 1, 2, 3 (or 1, 2, 3, 5, 10, 25) is created (so that the total number of edges is as described in the input table). With random probability given by prew edges are rewired to non-neighboring nodes
· Preferential Attachment: an initial number of nodes is created (the initial number of nodes poses limits to the total number of edges), and then nodes are created and linked preferably to older existing nodes with probability = ppref. 
· Each social node has a probability of error in learning (mutation = mu)
· Each social node has a specific memory
· Each social node has a confidence level in social learning (vs individual learning)
· Each social node adheres to a type of social learning

· Social-Ecological interdependence
· Each social node is assigned to a specific ecological node
· Each social node can adopt disturbance-treatment strategies, if adopted, that strategy will influence only the ecological node to which they are connected too.




Ecological Propagation
· Ninf represent the initial infection seeds in the ecological network. Each time-step the disturbance can diffuse to neighboring ecological nodes (ecological nodes connected to each other via an ecological edge). Ecological nodes become disturbed if the disturbance aggressiveness is > than the disturbance resistance. In other words, an ecological node is disturbed with probability proportional to the number of neighboring disturbed nodes and mitigated by disturbance resistance:
· Disturbed =1 if at least one ecological neighbor is infected and if the social node linked to the ecological node in question has not adopted disturbance treatment strategies (i.e. A(Si) = 0 where Si = social node i)

Learning Strategies
· Individual Learning: Individual learning is always chosen if social nodes are isolated (i.e. have no connection to other social nodes). Probability of adoption of disturbance-treatment strategy is then given by the following algorithm:
· Si will average her payoff over the last mem time-steps (mem = memory of social entities). 
· Si will check how many times (NT1 when A = 1 or  NT0 when A = 0) has led to a payoff better or equal to the average payoff calculated in the previous step. 
· Then, pr0i    and pr1i = 1 – pr0i: the probability of chosing strategy 0 linearly increases with the number of times that that strategy has led to better than average outcomes

· Success bias imitation (social learning): Social nodes are able to observe payoffs and management strategies of k neighboring nodes. Adoption of different management strategy is given by the difference in payoffs between maximum payoffs of your neighbors and ones’ own:
· 

  where = maximum payoff of neighbors with different a strategy different than ones’ own. If all neighbors adopt the same strategy as ones’ own, than  = 0 
· 
The probability of switching to the strategy leading maximum payoff between neighbors equals to  
· Conformist bias imitation (social learning):  Social nodes are able to see k neighbors and will choose with probability pr0 a management strategy A = 0 (i.e. not adopting disturbance treatment strategies) depending on the number of neighbors that have adopted that strategy:
· pr0i  where th = exponent of the function that determines the gradient of the probability function (th = 1 correspond to linear increase in probability of not adopting and th > 8 simulates a step function (see Salau et al. 2012 for more details on this type of function used to determine probabilities). n0 and n1 represent the number of social neighbors that have not adopted (n0) or adopted (n1) disturbance treatment strategies.
· pr1i = 1 - pr0i where pr1i = probability of adopting disturbance treatment strategy

· Choosing individual vs social learning 
Individual or social learning is chosen by social nodes at each time step. The choice between adopting individual or social learning depends on the clarity of strategy success and the degree of individualism. At each time-step a social node Si:
· Checks the number of mem times (NT1 when A = 1 or  NT0 when A = 0) has led to a better or equal to the payoff averaged over the last mem times. 
· Each Si calculates than the clarity of winning strategy (CW) = abs (NT1 – NT0).
· If CW ≥ confid Si will follow strategies dictated by individual learning, otherwise, it will follow strategies dictated by the type of social learning agent Si is.

Learning Error (mutation)
· with probability mu social nodes switch strategy (adoption or not of disturbance-treatment strategy)

 Management Strategies
· A = 0 than there is no management
· A = 1 strategy block the disturbance and treats it 
· Disturbance treatment has to be maintained. If strategy switches to A = 0, the ecological node becomes susceptible to disturbance. When A = 1, the ecological node is immune to disturbance.
Payoff calculation
· [bookmark: _GoBack]Payoff is given by utility and decision to adopt treatment strategy. Adopting treatment strategy has a cost given by cls that is fixed.
· where cls = cost of adopting strategy A = 1 = adoption of disturbance treatment strategy and 
· 
 if ecological node is not disturbed
· 
 if ecological node is disturbed. eff = effect of disturbance on utility

Model implementation
Netlogo 5.0.4 
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