Model:
We developed an agent-based model in which individual agents are distributed over a two-dimensional square lattice and play the PD game with their neighbors. The square lattice is composed of L ×L sites with periodic boundary conditions. Each site is either empty or occupied by one agent. Agents can migrate to empty sites which represent spatial regions. Initially, agents are randomly distributed over the square lattice. There are two tags (green and red) for the agents. Half of the randomly selected agents are assigned green and the other half are assigned red. As for the PD game, each agent has two cooperation levels, one is cooperation probability, pCs ∈ [0, 1], to the opponent whose tag is the same as the focal agent, and the other is that probability, pCd ∈ [0, 1], to the opponent whose tag is different from the focal agent. As the initial setting, an equal number of agents which respectively have (pCs, pCd) = (1, 0) or (pCs, pCd) = (0, 1) is distributed over the space unless otherwise noted. Thus, at the beginning of the simulation half of the agents always cooperate with the identical tag agents and the other half always cooperate with the different tag agents. Moreover, each agent is allowed to migrate to another site depending on the tag states of the neighbors. The preference for the tag is represented by  ∈ [-1, 1], which is randomly assigned as the initial setting.  = -1 means the agent is completely heterophilic i.e. the agent is satisfied when surrounded by agents with the other tag.  = 1 means the agent is completely homophilic i.e. the agent is satisfied when surrounded by agents with the same tag. Thus,  = 0 means that the agent has no preference about the tag. Therefore, each agent has three genetic values pCs, pCd, and , which are all subject to evolution.
The population density is given by  (i.e., the fraction of empty sites is 1 - ). Thus, the population size is represented by N = L ∙  L ∙ . The population density remains constant throughout a simulation run, since agents will never die or born. 

Agents are updated asynchronously in a randomized order. The algorithm for updating an agent consists of the following three phases:

1. Game play.

A randomly selected agent plays the PD game with the neighbors (the Moore neighborhood) and accumulates the payoffs resulting from the games. If there are no other agent within the neighborhood, no game is played. In each game, two agents decide whether to cooperate or defect simultaneously based on their current strategies. They both obtain payoff R for mutual cooperation while P for mutual defection. If one selects cooperation while the other selects defection, the former receives the sucker's payoff S while the latter receives the highest payoff T, the temptation to defect. The relationship of the four payoffs is usually T > R > P > S in PD games. Following the parameters setting used in the model by Nowak and May (1992), we used P = 0, R = 1, and S = 0, while T > 1 + b, and b was varied as a key experimental parameter. Since the cooperation levels of each agent are defined by continuous values, the expected value is used as the actual payoff, pi, of the agent i, playing with an agent j.

    pi = (1 + b - b ∙ pCsi) pCsj 
if (Tagi = Tagj) and

(1)
    pi = (1 + b - b ∙ pCdi) pCdj 
(Tagi ≠ Tagj)

2. Strategy updating.
Once all the games have taken place, the agent imitates the strategy of the agent that achieved the highest total payoff among its neighbors, including itself (if there is a tie one agent is randomly selected). At the strategy updating, a small mutation occurs to the original three values. The new values are picked up from the Gaussian distribution where the means are the original pCs, pCd, and  values and the standard deviation is s for the strategies and m for . If there are no other agents within the neighborhood, the agent inherits its original strategies with the mutations.

3. Migration.
To decide to move or not,  is used.  represents the threshold for the migration and is defined as follows:  = 1 - ||. As described above, the positive and negative  means the different preference for the tag. Thus, there are two different criteria for the migration. Each agent moves to a randomly selected empty site if the following condition is satisfied.

    i < nd / (ns + nd )
if ( > 0) and

(2)

    i < ns / (ns + nd )
( < 0)

where ns (nd) is the number of the neighbors that have the same (different) color as the agent i.

If there are no other agents within the neighborhood, the agent stays at the same site.
We regard N time steps as one generation, in which all agents are selected once, on average, for the above three phases. The parameters set used in the simulations is L = 50,  = 0.9, and s = 0.0001, m = 0.05 and b is varied unless otherwise noted.
