Appendix
1. Group Selection and Sustainability - ODD Protocol
0. Purpose
This model was constructed for the purpose of exploring the conditions under which sustainable management of a renewable and exhaustible natural resource is able to emerge within a simple society characterized by the potential for collaborative production for surplus and rudimentary group structure and mechanisms. Specifically, the model aims to simulate the emergence of key social and economic norms, Elinor Ostrom’s Core Design Principles, commonly found in successful resource management institutions.  The model allows social groups and economic regimes to emerge endogenously, and proliferate when successful, and fail due to resource collapse, to uncover those factors which increase the frequency of sustainable resource management.
Entities, state variables, and scales	
Entities in the model include agents (individuals) and spatial units (patches of land). Although social groups exist, they do not act collectively, rather the agents’ behavior is at times dependent upon group affiliations.    
· Agents.  The agents in the model have four primary traits which govern behavior; group identity, sharing trait, harvesting trait, and defense trait.  In addition, agents are identified by the NetLogo program by a number, who, and their location is defined by the patch upon which they are standing.  Agents are also characterized by their age, their lifetime reproductive success and the individual they choose to imitate.  Three resource variables are associated with agents; a running total of the resources accumulated within a time step, as well as two accumulated resource totals, raw and processed.  Table 1 lists the state variables and provides a brief description of each.
Table 1.  Agent variables	Comment by Timothy Waring: Homogenize, and match with above.
	Parameter
	Description
	Range

	Group identity, gi
	Marker that identifies agent as a member of a given social group
	[1,9]

	Sharing trait, si
	Ternary trait determining agent’s behavior in a pairwise sharing encounter: share with no one (N), group members (G), or all individuals (A)
	A,N,G

	Harvesting trait, hi
	Binary trait (high harvesters and low harvesters) determining maximum raw resources an agent attempts to harvest from its available land
	H,L

	Property norm, pi
	Ternary trait determining which neighboring agents an agent will defend its property (and, specifically, its harvestable resources) against:  defend against no one (N), out-group members (O), or all individuals (A)
	A,N,O

	Agent identity, whoi
	Identifier associated with the agent (internal to NetLogo)
	positive integer

	Agent location, patch_ati
	Location associated with the agent (internal to NetLogo) as defined by the patch the agent is currently standing on
	(x,y) integer pair

	Agent age, agei
	Number of simulation time steps the agent has survived
	positive integer

	Harvested amount, Hi
	Running total of the amount of resource that has been harvested at a given time step
	positive integer

	Raw resources, ri
	Accumulated resources harvested from the land
	positive integer

	Processed resources, pi
	Accumulated resources produced by contributing raw resources to a cooperative process (modeled as a two-person public goods game)
	positive integer

	Reproductive success, rsi
	Running total of the number of offspring of an agent within its lifespan
	positive integer




· Patches.  These entities have only two attributes, patch resources and patch regrowth rate.  These are listed in Table 2 below along with their descriptions.

Table 2.  Patches and their state variables
	Variable
	Description
	Bounds

	Patch resources, cropj
	Amount of resource currently growing upon the patch
	positive integer

	Patch regrowth, prj
	Local patch maximum intrinsic rate of growth
	positive integer



· Environment. The model has no externally varying environmental conditions.

· Collectives. Although agents have a group identity, this group does not act as a collective.  No joint decisions are made, and although social identity is shared, all actions are individual.
· Spatial and Temporal Scales.  Each grid cell or patch represents a one hectare plot of land.  The model is a 32 x 32 torus.  Each time step represents approximately one year.

Process overview and scheduling
The following provides a general version of the process overview and scheduling followed by pseudo-code detail.  For more detail regarding each of the procedures, please see the submodels section.
1. Set up model world:  Agents, patches and globals are set up.
2. Patch defense: Agents pay a cost to defend their focal patch. 
3. Harvesting: Agents harvest raw resources from their focal and neighboring patches.
4. Sharing: Agents have the opportunity to collaborate with a neighbor to produce added-value processed resources. 
5. Pay cost of living: Agents lose resources in order to stay alive. 
6. Death: Agents die if their resources drop below zero or due to a random events, the probability of which increases with age. 
7. Reproduction: Agents with sufficient resources attempt to reproduce. 
8. Migration: Agents move to an empty neighboring patch. 
9. Imitation: Agents may imitate the traits of others with certain biases.
10. Patch growth: Patch resources increase if they are below maximum. 
11. Aging: Agents grow older. 
12. Cap resources: Agents cannot hold resources above a threshold between rounds. 
· Process overview and scheduling, pseudo-code.  
1.  Setup the model world
· clear all entities and variables
· set up the treatments for testing hypotheses (set global parameters)
· set up the remaining global parameters that are not set within the treatments set the amount of resources on the patches to some random number between 0 and the carrying capacity
· set all patches to initially be unowned/undefended
· color the patches according to the amount of resource on the patch (for visualization purposes only)
· create an agent for each combination of defense trait and share trait
· have each agent create n-1 more agents where n is the desired total number of agents per group 
· move these new agents to the closest patch to the group-creating agent that is empty
· apply treatment conditions to agent traits
· set all of the agents to be low harvesters
· set the agents' initial processed resources to a random amount between 0 and the cost of reproduction
· if the agent is a low harvester
· set the agent's shape to be a circle
· otherwise, set the agent's shape to be a square
· reset the time step counter

2.  Go/actions - repeated until simulation is aborted
· if there are no agents left in the world
· stop the simulation
· agents choose to defend their property based upon their defense trait and pay cost of defense
· agents harvest their preferred amount based upon their harvest trait
· if there is another individual in the agent's Moore neighborhood
· play a public goods game with a random neighbor
· agents' resources, starting with processed resources, are reduced by the cost of living
· if agent's resources are less than 0 or stochastic age-based expression is true
· agent dies
· if agent's total resources exceed the cost of reproduction and there is an empty patch in the Moore neighborhood
· agent creates an offspring
· if a random number between 0 and 99 is less than the probability of migration and there is an empty patch in the Moore neighborhood
· agent migrates to the patch in the Moore neighborhood with the most resource
· if a random number between 0 and 99 is less than the probability of imitation and there is another individual available
· imitate an individual according to imitate trait
· if the resources on the patch are greater than zero
· regrow resource according to logistic growth function subject to a given carrying capacity
· otherwise, allow a very small chance of regrowth on an empty patch
· increase agents' age by 1
· reduce agents' resources to comply with resource caps
· recolor patches based upon the amount of resource remaining
· if the agent is a low harvester
· set the agent's shape to be a circle
· otherwise, set the agent's shape to be a square
· advance to next time step
Design concepts  
Basic principles.  This model places a spatially-explicit ABM of the evolution of cooperation within the context of a social-ecological system.  It draws upon theory regarding cooperation, commons dilemmas, group selection, and Elinor Ostrom’s Core Design Principles.  
Emergence.  Spatially coherent social groups of like agents emerge endogenously.  Groups that persist sometimes consist of “groupish” and cooperative agents who harvest at low levels.
Adaptation.  Agents adapt at both genetic and cultural levels.  Agents have a simple 4 locus ‘behaviorome’ [share, harvest, defense, marker].  In the analog of genetic adaptation, mutation of all these traits occurs with some given probability at reproduction.  Death and differential reproduction then create selection and adaptation on these loci over time.  In the cultural analog, agents adapt every round through a process of payoff-biased imitation.
Objective.  Agents do not have internalized goal states, or encoded objectives.  
Learning.  There is no learning in this model.
Prediction.  There is no prediction in this model.
Sensing.  Agents can sense the group marker of the other agents in its neighborhood or within a certain radius of their patch.  Agents are also able to sense the amount of resource on their current patch as well as the amount of resource on neighboring patches.  At times, agents are able to observe the wealth of neighbors.
Interaction.  Agents interact with patches by harvesting resources.  Agents interact with other agents through defense of their patch, engagement in cooperative production and imitation. 
Stochasticity.  There is stochasticity in the initialization of patch resources, in the placement of the initial agents, in the assignment of traits to agents, in migration, imitation, and mutation of offspring traits, and in all probabilistic procedures.
Collectives.  Each agent-agent interaction for the purposes of cooperative production can be seen as a brief collective in that the payoff received from the public goods game is dependent upon the participation of both actors and is split between the two parties.  The collective then splits at the end of the round.  Alternatively socially-marked groups can be seen as collectives, with common social marking, (and, depending on the group) common sharing, and harvesting traits.  Collectives do not however perform collective behaviors per se.  Each Moore neighborhood of patches is a resource collective, a commons.  Agents are able to harvest from any of the patches in their commons subject to the defense traits of any owners of those patches.
Observation.  We collected population size, frequency of low harvest norm, frequencies of each production norm, frequencies of each property norm, number of groups, mean individual conservation-fitness covariance, and group conservation-fitness covariance by timestep.
5. Initialization
· The model world is initialized with nine groups of 12 agents each.  Groups are located randomly on the 32x32 patch grid. All individuals begin the simulations with the conservative harvesting trait.  
· The following global parameters, listed below in Table 3, are set at model initialization.  The values at which they are set within the model are detailed in section eight, Simulation experiments/model analysis.   
Table 3.  Global parameters

	Parameter
	Symbol
	Description
	Value

	Max growth rate
	r
	The maximum rate of (logistic) growth for the patch resources
	0.5

	Carrying capacity
	K
	The maximum resources a patch can contain
	200

	Lattice size
	L
	The width and length of the square lattice
	32 x 32

	numGroups
	Ginit
	The initial number of groups. 
	9

	Harvest gap
	GH
	The proportion of MSY by which high harvesting amount exceeds low harvest amount
	1

	Sharing proportion
	γ
	The maximum proportion of an agent’s raw resources it contributes to a pairwise public goods game. 
	0.5

	Marginal defense cost
	CD
	The cost of defending a patch for each neighbor an agent defends against
	1

	Imitation probability
	λ
	The probability that an agent imitates a trait of another agent. Independent for each trait (sharing, harvesting, defense).
	5%
(0.05)

	Imitation radius
	
	The radius (neighborhood size) within which models for imitation can be found. 
	2

	Public goods production factor
	Θ
	The amount the raw resources contributed to the public goods game are multiplied by to yield the payoffs in processed resources. Constraint: 1 < Θ < 2. 
	1.5

	Mutation rate
	μ
	The independent probability that each offspring trait is not copied from the parent but is randomly selected.
	0.3% (0.003)

	Migration rate
	m
	The probability that an agent attempts to move to a neighboring patch. Set to zero in the current model. 
	0

	Mutate markers
	
	Boolean. If true, agents may also mutate their group markers.  
	[0,1]

	Raw resource cap
	
	The maximum amount of raw resources an agent can accumulate
	1,000,000

	Processed resource cap
	
	The maximum amount of processed resources an agent can accumulate
	1,000,000

	Production
	
	Boolean.  If true, cooperative production may take on values other than the base institution (no production).
	[0,1]

	Property
	
	Boolean.  If true, property defense may take on values other than the base institution (no defense).
	[0,1]

	Markers
	
	Boolean.  If true, agents may take on markers values that differentiate them from other agents.
	[0,1]

	
Calculated Parameters
	
Description
	
Calculation

	Maximum sustainable yield 
	MSY
	Maximum sustainable yield. 
	floor ((K * r) / 4)  

	High harvesting rate
	HH
	The maximum amount of raw resources a high harvester attempts to extract from its commons. 
	floor ((1 - (GH / 2)) * MSY) 

	Low harvesting rate
	HL
	The maximum amount of raw resources a low harvester attempts to extract from its commons.  
	floor ((1 + (GH/ 2)) * MSY) 

	Cost of living
	CL
	The amount of resources lost by an agent each time step. Agents can use either raw or processed resources to pay this cost.
	floor (0.2 * MSY)

	Cost of reproduction
	CR
	The amount of resources an agent loses when it reproduces.  
	floor (2 * (HH - CL))



Input data
This model does not use input data to represent time-varying processes or spatial patterns.
Submodels
Patch defense – Agents pay a cost to defend their focal patch. 
· If di = N, the agent does not pay a cost and the patch is undefended. 
· If di = O, the agent pays CD for each out-group agent in its neighborhood. Those agents are then prevented from harvesting on the agent’s focal patch this time step. 
· If di = A, the agent pays CD for each agent in its neighborhood (including in-group neighbors). Those agents are then prevented from harvesting on the agent’s focal patch this time step.
· If the agent does not have sufficient resources to pay its costs, it does not pay them and its patch can be harvested by neighbors. 
· Costs are deducted first from processed resources, and are only deducted from raw resources once processed resources are depleted. 

Harvesting – Agents harvest raw resources from their focal and neighboring patches.
· Agents are able to harvest (defined as decreasing a patch’s patchResource by some amount and adding the same amount to the agent’s agentWealth) from their commons, defined as their focal patch plus the patches in their Moore neighborhood, excluding any patches that are defended against them.  
· This procedure starts by asking the agent to add up all the resources in their commons.  If this amount is less than the agent’s harvest amount as determined by their harvesting trait, they harvest the entire commons by adding the resources to their raw resources and setting patchResource of all of the patches in their commons to 0.  
· If there are more resources in the commons than they need, they start by harvesting from the patch with the most resources and continue harvesting from decreasingly plentiful patches until they have harvested the desired amount of resource.  
· This procedure relies upon NetLogo’s internal scheduling capabilities to ensure that the same agents do not always harvest first, thereby avoiding any resource harvesting bias.

Sharing – Agents have the opportunity to collaborate with a neighbor to produce added-value processed resources.
· Each agent executes the following process in random order. 
· An agent chooses a random agent in their neighborhood (if any), and the two play a two-person public goods game.  
· An agent’s contribution xi is equal to zero if the agent shares with no one (N) or if the agent shares with in-group members (G) and its partner is not a member of its group. Otherwise, the agent contributes a proportion of its raw resources. An agent’s contribution is calculated using the following algorithm:
· if pi + ri < CL
· xi = 0
· else if pi + (1 – γ)ri ≥ CL
· xi = γri
· else
· xi = pi + ri – CL
· If an agent has insufficient resources, it only contributes the fraction of its raw resources such that it retains enough total resources to pay the cost of living. 
· The total contribution of both agents is multiplied by a factor Θ and divided evenly between both agents. 

Pay cost of living – Agents lose resources in order to stay alive.
· Each agent loses CL resources. Resources are first taken from processed resources, and then raw resources if the agent does not have enough processed resources.

Death – Agents die if their resources drop below zero or due to a random events, the probability of which increases with age.
· Agents are removed from the simulation if either
· Their total resources are less than zero. 
· They randomly die as per an age-linked function:
 

Reproduction – Agents with sufficient resources attempt to reproduce.
· If an agent has total resources greater than or equal to the cost of reproduction (i.e., pi + ri ≥ CR) and if there is an empty space somewhere in the agent’s Moore neighborhood, the agent loses the cost of reproduction (with deductions from processed resources first) and produces an offspring on the chosen patch. 
· The offspring’s initial resources are set to zero. 
· The offspring’s sharing, harvesting, and defense traits are each identical to the parent’s with probability 1 – μ, and are randomly selected otherwise. Mutation for each trait is independent. 

Migration – Agents move to an empty neighboring patch.
· With probability m, an agent attempts to move. 
· The agent selects a random empty patch in its Moore neighborhood (if any), and moves there. 
· In the current model, m = 0.

Imitation – Agents may imitate the traits of others with certain biases.
· An agent decides to imitate the trait(s) of another agent with probability λ. 
· If so, the agent looks among the other agents in its imitation radius for a model to imitate. 
· If the imitation treatment is group (G), the model must also be chosen from among only those agents who have the focal agent’s group identity. Otherwise, if the imitation treatment is all (A), the model can be chosen from among all agents in the imitation radius. 
· A model is chosen using one of the following imitation biases:
· Payoff (P): The model is the agent with the most total (raw + processed) resources.
· Green (G): The model is chosen randomly from among those agents with a low harvesting trait.  
· Random (R): The model is chosen randomly. 
· Conformity (C): The most common behavior among the other agents in its imitation radius is selected. 
· These imitation biases may be merged.
· Depending on the global parameters, any or all of the following traits – harvesting, sharing, and group identity – may be imitated. 

Patch growth – Patch resources increase if they are below maximum.
· If the patch resources are nonzero, they grow according to a density-dependent logistic function: 
· 
· where r is the maximum intrinsic rate of growth and K is the carrying capacity. 
· Otherwise, if the patch resources are zero (i.e., they have been completely depleted, they are set to 3 (a low number) with probability of 0.001. 

Aging – Agents grow older.
· Agents increase their age by 1. 
· This only affects their probability of dying randomly. 

Cap resources
· The raw and/or processed resources are capped at their maxima each time step. 

8.  Simulation experiments/model analysis
We tested our hypotheses with a set of five experimental treatments.  These five treatments vary three parameters, each of which represents the possibility of endogenous cultural evolution in a certain type of individual trait. The three traits are: production norms, property norms, and social markers.  These parameters are combined in treatments as follows:
Table 4.  Treatment conditions
	Treatment
	Name
	Production
	Property
	Markers
	Hypothesis

	1
	no norms
	
	
	Y
	1

	2
	no prop
	Y
	
	Y
	1

	3
	no prod
	
	Y
	Y
	1

	4
	both norms
	Y
	Y
	Y
	1,2,3

	5
	no markers
	Y
	Y
	
	3



These treatments were applied to test the three hypotheses as follows
1. Hypothesis 1: When conservation is individually costly, population persistence and sustainable resource management requires social norms or institutional features, including shared production and boundary defense.
· Treatments 1,2,3,4
2. Hypothesis 2: When resource conservation, sharing, and boundary defense are individually costly, they should not be stable without selection acting at the level of the social group.
· Treatment 4, within and between group covariance
3. Hypothesis 3: For group-level selection to occur, social group markers must be present to promote preferential behavior toward group members.
· Treatment 4,5
All individuals begin the simulations with the conservative harvesting trait, and social norms are initialized so that individuals are homogenous within groups.  When markers are present, groups begin with different markers, which may then evolve via imitation and mutation.  When social marking is disabled, all individuals have a single marker trait that does not vary.  Likewise, when either production or property norms are active, one entire group is initialized with each unique combination of norms, so that initial populations are always identical.  For instance, if only one norm type is active, for instance, then three groups will be initialized with each of the three property norm states.  When both norms are active, then one group will be initialized with each of the nine combinations of states of the two norms.
Global variable values used within the treatments are as detailed in Table 3.

4. Sensitivity Analyses
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