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using System;
using System.Collections;
using System.ComponentModel;
using System.Data;
using System.Drawing;
using System.Linq;
using System.Text;
using System.Windows.Forms;
using System.Diagnostics;

namespace First_Application
{
    public partial class FormStrategies : Form
    {
        public FormStrategies()
        {
            InitializeComponent();
        }
        private void FormStrategies_Load(object sender, EventArgs e)
        {
            btnSave.DialogResult = DialogResult.None;
        }
        public int strategy;
        public string description;
        public string name;
        public void determine (int s)
        {
            name = chkListStrategies.Items[s - 1].ToString();
            if (s == 1)
                description = "[1] Tit-for-tat: player starts with cooperation and thereafter

 repeats the other player's move in the previous round. Strategy is nice, provocable, and
 forgiving. It won both of the Axelrod's tournaments.";

            if (s == 2)
                description = "[2] Champion: after ten unconditionally cooperative moves 

player using this strategy switch to tit-for-tat for another 15 moves and then defects 
only after other player's defection given the opponent has cooperated less then 60% of 
the time and the generated random number is bigger than adversary's rate of cooperation."
;

            if (s == 3)
                description = "[3] Boerufsen: actor using this strategy starts with 

cooperation and then uses TFT as its basic strategy. However, after three consecutive 
mutual defection, it introduces unconditional cooperation. It also checks for echo effect
 and after three such consecutive moves it introduces single cooperation instead of the 
first next defection. Every 25 moves player tries to check if the other actor is either 
defector (in cooperated less than 3 times out of the last 25 interactions) or random 
player (it cooperated between 8 and 17 times, but less than 70% of that was after first 
player cooperation, i.e. it is unresponsive). If opponent seems to be either defector or 
random player, actor defects until the next check after 25 moves.";

            if (s == 4)
                description = "[4] Cave: actor using this strategy defects if the other 

player's defection frequency raises above 79, 65, or 39% of all their interactions and 
this after more than 19, 29, or 39 rounds respectively. Otherwise it always cooperates 
after other player's cooperation, and also after opponent's defection given that the 
opponent defected less than 18 times and that the random number between 0 and 1 is less 
than 0.5.";

            if (s == 5)
                description = "[5] Adams W.: actor using this strategy cooperates on the 

first two moves. Then, if the opponent defected less often than is the given threshold (4
 initially), player cooperates. After reaching the threshold, player defects until 
opponent's next defection, in case of which it reduces the threshold by half, resets 
number of opponent's defections, and cooperates if random number between 0 and 1 is 
smaller than the new threshold.";

            if (s == 6)
                description = "[6] Graaskamp & Katzen: actor using this strategy starts with 

cooperation and then repeats other player's last move. On 11th, 21st, 31st, 41st, 51st 
and 101st encounter it checks if score from previous interactions with the opponent is at
 most 7 points lower than the ideal score from uninterrupted cooperation. If it is not 
the case, player defects forever.";

            if (s == 7)



2C:\Form Strategies.cs

                description = "[7] Weiner: actor using this strategy plays TFT strategy 
unless there are more than 4 opponent's defections between penultimate and 13th last 
encounter. In such a situation player defects irrespective of the opponent's last move. 
Also everytime the opponent's defection three rounds ago is followed by cooperation in 
the penultimate round, actor updates its forgiveness factor by increasing it by 20 if the
 other player defected in the last move. If the forgiveness factor before updating was 
lower than number of encounters so far, then player cooperates.";

            if (s == 8)
                description = "[8] Harrington: actor using this strategy starts with 

cooperation. Since the strategy is too complicated for written description, see the 
source code if you are interested in its decision-making process.";

            if (s == 9)
                description = "[9] Tideman & Chieruzzi: actor using this strategy starts with

 cooperation and then repeats other player´s last move. If the opponent starts defecting 
for the second, third, fourth time etc., then the first player introduces one, three, six
 etc. extra punishing defections, respectively, required to reestablish cooperation. 
However, their mutual interactions is relaunched de novo if the other player fulfills 
four conditions: it hasn't just started new serie of defections; the last relaunch was at
 least 10 moves ago; and total number of other player's defections differes from that of 
random strategy by at least 3 standard deviations of the population of possible numbers 
of defections of that random generator. Relaunch means that player cooperates immediately
, but continues counting total number of defections. In the next move it behaves as if 
the game just started and it also resets number of times the other player switched from 
cooperation to defection.";

            if (s == 10)
                description = "[10] Kluepfel: actor using this strategy starts with 

cooperation and in the second round defects with a probability of 60% only if the 
opponent defected in the first interaction. From the second round further on player 
counts number of other player's cooperations and defections after first player's 
cooperation or defection. After 26th encounter, player introduces defection under two 
conditions: first, if number of opponent's cooperations after first player's defections 
is at least as big as half of the difference between number of first player's defections 
and three halves of square root of that number; and second, if number of opponent's 
defections after first player's cooperation is at least as big as half of the difference 
between number of first player's cooperations and three halves of square root of that 
number. In all other cases player repeats opponent's last move with a probability of 100%
, 90%, 70%, and 60%, if the opponent did the same thing for last three, two, or just one 
round (cooperation or defection) respectively.";

            if (s == 11)
                description = "[11] Getzler: in this case, defection of the other player has 

a one round half-life for the interacting partner, which is basically a forgetting 
function. Actor then defects only if the discounted sum of other player's defections is 
greater than a randomly renerated number from 0 to 1.";

            if (s == 12)
                description = "[12] Leyvraz: actor using this strategy cooperates in the 

first encounter and thereafter makes choices according to previous 3 rounds. Player 
defects with a probability of 75% if the opponent defected in both of the last two rounds
. It defects if the other player defected only in the penultimate encounter out of the 
last three moves, and it retaliates opponent's defection in the last encounter with a 
probability of 50% if the other player cooperated in the penultimate round and the round 
before that. In all other cases player cooperates.";

            if (s == 13)
                description = "[13] White: actor using this strategy cooperates in the first 

ten rounds and then it defects only after opponent's defection and even then only if the 
number of other player's defections multiplied by natural logarithm of the number of 
interactions is greater or at least equal to the very same number of interactions.";

            if (s == 14)
                description = "[14] Eatherley: actor using this strategy starts with 

cooperation and defects only after opponent's defection. Even then it defects only with a
 probability equal to the ratio of other player's defections over number of all moves.";

            if (s == 15)
                description = "[15] Black: actor using this strategy cooperates in the first 

5 moves. Its memory is restricted to the last 5 encounters so the defection that occured 
before that is forgotten. After 5 initial moves actor cooperates if the random number 
(from 0 to 1) multiplied by 25 is bigger than the number of defections raised to the 
second power and decreased by one.";

            if (s == 16)
                description = "[16] Richard Hufford: actor using this strategy starts with 

cooperation and TFT. As far as the other player did the same in the last move as the 
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first player had done in the penultimate encounter, it continues with TFT, holds short-
termn sensibility parameter of the opponent at the highest level (initially 5), and 
increases long-term sensitivity by one on each encounter (initially same as number of 
encounters). If the long-term sensitivity gets above nine tenths of the number of 
encounters and simultaneously short-term sensitivity is the highest possible i.e 5, 
player cooperates. On the contrary, if the long-term sensitivity gets lower than five 
eights of the number of encounters or if short-term sensitivity gets below 3, actor 
defects. Furthermore, there is a given threshold RF (initially 20), when player defects 
for a single round after opponent cooperated for a consecutive RF-times. After this 
defection, player repeats opponent's last move, and then cooperates together with 
evaluating other player's response to introduced defection. If opponent retaliated, 
threshold is increased by 10. If it did not retaliated to introduced defection, threshold
 is gradually decreased to the integer part of the division of 20 by 2/3, 2/4, 2/5 etc.";

            if (s == 17)
                description = "[17] Yamachi: actor using this strategy decides according to 

the number in a particular cell of the 2x2 matrix. If the number is non-negative, player 
cooperates, otherwise it defects. Initially, numbers in all four cells are 0 and the game
 starts in an upper-left cell [0,0]. If the opponent defected/cooperated on a previous 
round, number in a given cell is decreased/increased by one. Then the player moves to 
another or stays at a given cell based upon two rules: first, after opponents defection 
in round t-1, cell considered in round t+1 will be in a lower row of the 2x2 matrix; and 
second, if player decides in a given round to cooperate, in the following encounter it 
will decide according to number in the left cell of the selected row. After all that, if 
number of all encounters so far is greater than 40 and simultaneously the difference 
between cooperations and defections is less than one tenth of all moves, then the player 
chooses defection.";

            if (s == 18)
                description = "[18] Colbert: actor using this strategy cooperates on the 

first 8 moves except for the sixth one. From the 9th interaction further on player 
cooperates until first defection of the other player. Then it defects twice followed by 
two unconditional cooperations. After that it starts cooperating again together with 
checking for defection on the previous round.";

            if (s == 19)
                description = "[19] Mauk: actor using this strategy plays TFT on the first 50

 encounters and defects on the 51st move. Then it plays TFT for another 5 interactions. 
According to opponent's behavior on these 5 moves player decides in 57th round, which of 
the 4 available strategies to use for the rest of the game. If the other player seemed to
 use from 52nd to 56th interaction either TFT strategy (it defected on 52nd and 54th 
round) or the same strategy as the first player (it defected from 51st to 54th round), 
then actor again starts repeating opponent's last move. If opponent's gains from the 
first 56 interactions are not greater than 135, then the first player defects from 57th 
encounter further on. Furthermore, if the other player defected from 51st to 55th only 
once and that on 53rd encounter, then the first player consistently cooperates after 56th
 round and from 118th round further on plays TFT. Finally, under all other circumstances 
actor decides for a strategy that plays TFT but initiates defection on every 5th to 15th 
round (when next defection occurs is determined immediately after the last one).";

            if (s == 20)
                description = "[20] Mikkelson: actor using this strategy cooperates in the 

first two rounds. From the third encounter further on player decides according to special
 parameter, call it X, which is updated from the very first round. Initially, X is -3 and
 every round it is either decreased by 1 if opponent cooperated in the previous encounter
, or increased by 2 if it defected. Now, from 3rd round on player cooperates if X is less
 than 3. If not, and if number of encounters so far is less than 11, it defects and X 
gets value -1. Otherwise, i.e. if number of encounters is greater than 10, player 
cooperates if opponent defected on less than 15% of all encounters. Otherwise if defects.
";

            if (s == 21)
                description = "[21] Rowsam: actor using this strategy makes decisions with 

help of two parameters (KAM and NPHA) updated every round and with initial value 0. If 
KAM is greater than 6, player defects. NPHA is decreased by 1 in a given round every time
 it gets above 0 in the previous one. Moreover, unless NPHA equals to 1 before this 
reduction, player cooperates. If none of those conditions is met, KAM is decreased by 1 
every 18th encounter provided it is greater than 2. Given all that, player always 
cooperates except for every 6th encounter when it considers following decision-making 
rules. If the score gained from encounters with a given opponent so far is at least 2.5 
times greater than (or equal to) the number of encounters multiplied by punishment payoff
, then actor cooperates. Otherwise it defects and KAM is increased by 1. Furthermore, if 
score gained so far is less than 2x, 1.5x, or even less than 1.0x number of encounters 
multiplied by punishment payoff, then instead of KAM increased by 1, it is increased by 2
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, 3, or 5 points respectively (choice of defection is retained).";
            if (s == 22)
                description = "[22] Appold: actor using this strategy updates two key 

parameters every round. The first one represents ratio of opponent's defections that 
followed after first player's cooperation over overall number of first player cooperative
 moves (initially 1). The second one represents ratio of other player's defections after 
first actor's defections over total sum of first player's defections (initially 1). In 
the first four encounters player cooperates and also overlooks opponent's first defection
 afterwards. But thereafter it defects if the first player cooperated on the penultimate 
encounter and simultaneously the first parameter is greater than randomly generated 
number from <0, 1>, or if it defected on the penultimate encounter and simultaneously the
 second parameter is greater than randomly generated number.";

            if (s == 23)
                description = "[23] Grisell: actor using this strategy cooperates in a given 

move if number of other player's defections is less than half of the number of all their 
interactions.";

            if (s == 24)
                description = "[24] Tit-for-two-tats: player starts with cooperation and 

continues doing so until other player defects in two consecutive rounds. Cooperative 
behavior is restored immediately after opponent's cooperative move. John Maynard Smith 
submitted this strategy into the Axelrod's second tournament.";

            if (s == 25)
                description = "[25] Almy: actor using this strategy starts with cooperation 

and thereafter use one of the four basic strategies: TF2T; TFT; Always defect; and 
exploiting strategy. When chosen, strategy is always played for 10 rounds, which is 
followed by an evaluation and possible shift, reseting of own and opponent's defections 
counts, and then another 10 moves. Exploitation strategy is selected if the opponent has 
never defected before the first considering of the exloitative strategy, or if it had 
been already selected before, if the first player didn't defect a once in the last 10 
interactions (for detailed logic of exploitation see the source code). In special 
circumstances when selected newly selected rule's last performance is worse then that of 
the last used rule and there was at least one mutual defection in the last 10 encounters,
 then actor cooperates for 5 rounds and proceeds again to evaluation (exploitative rule 
being ruled out).";

            if (s == 26)
                description = "[26] Ambuehl & Hickey: actor using this strategy starts with 

coopertation, repeats opponent's last move on the next 4 rounds, and then cooperates if 
the other actor cooperated in majority of the last 5 encounters.";

            if (s == 27)
                description = "[27] Feathers: actor using this strategy starts with 

cooperation and counts number of other player's defections since its last cooperation (S)
 as well as overall number of its cooperations so far (C). If sum of gains from previous 
interactions with that particular opponent is at least 3/4 of those from possible 
uninterupted mutual cooperation given initial payoff matrix, and if random number from 0 
to 1 is not bigger than parameter P, then the first player defects for one round and 
thereafter unconditionally cooperates for two. P equals to 0.95 increased by unit 
fraction of second power of number of encounters, decreased by sum of average payoffs 
after all previous cases of the two unconditional cooperations that followed after such 
defection increased by 5 and divided by 15, and decreased by 0.25 if opponent defected a 
round before. However, if the sum of gains so far is less than already mentioned 3/4, 
then player defects unless two conditions if fulfilled. First, if overall sum of payoffs 
is even less than 7/12 of the possible gains from mutual cooperation, then the first 
player does the same as the opponent on the previous round. Second, if the random number 
from 0 to 1 is at most 1/4 increased by share of C out of all encounters, by difference 
of first and second player's gains from their previous interactions with each other 
divided by 100, and by four unit fractions of number of interaction, plus decreased by 1/
4 of S, then the first player cooperates. This strategy is called Tranquilizer in Axelrod
's second tournament.";

            if (s == 28)
                description = "[28] Grofman: actor using this strategy cooperates in the 

first two moves and uses TFT in the next five. From the eighth move on, actor cooperates 
only if it cooperated in the last round and the other player defected less than 3-times 
in the previous 7 encounters, or if the actor defected on the last round and the opponent
 defected at most ones in previous 7 encounters. Otherwise, player defects.";

            if (s == 29)
                description = "[29] Joss: actor using this strategy starts with cooperation 

and thereafter counts opponents cooperative moves and decides according to 5 different 
processes each assigned to different states (from 1 to 5; initial state is 1). In state 1
 actor first defects with a probability of 10% together with changing status to 5, and if
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 this defection does not occur, player proceeds in the same way as if it was playing 
according to state 5 except for the first step in state 5, which is to change status to 4
. Based on the same steps of state 1 and 5, player first resets number of defections if 
opponent cooperated on the previous round, or alternatively increases number of 
defections. If this number exceeds 20 it cooperates, switches to state 3 and resets 
defections. In other cases (opponent cooperated or defections do not exceed 20), player 
inquires whether other player cooperated at least on 70% of round from the beginning up 
to the penultimate encounter (excluding). If it is so, actor repeats opponent's last move
. If not, it shifts to state 2, defects, updates number of defections if the other player
 defected on the last move, and shifts to 3 if this number exceeds 10. Under state 2 
player defects, updates number of defections and shifts to state 3 if it exceeds 10, or 
resets the number if opponent cooperated in the last interaction. Under state 3 actor 
does the same updating or reseting exercise with the exception that it is interested 
whether number of defection exceeds 20 instead of 10, and if it so, it cooperates and 
resets that number without changing the state. In other cases it repeats opponent's last 
move. Under state 4 actor always cooperates. It shifts to state 1 if opponent cooperated 
a round before, and otherwise increases generosity parameter by 1 (initially 0). When 
this parameter get to 4, player resets number of defections and shifts to state 3. 
Otherwise player continues according to state 1 in the next round.";

            if (s == 30)
                description = "[30] Pinkley: this is a Revised State Transition strategy from

 Axelrod's second tournament. Actor using this strategy cooperates on the first two 
encounters and thereafter analyzes other player's behavior through single-step Markov 
process updating the probability of the opponent's cooperation (on the last round) after 
all of the four possible end states (CC, CD, DC, DD on the penultimate encounter). 
Basically the higher is the number of previous interactions, the harder is it to 
profoundly shift the updated probabilities.";

            if (s == 31)
                description = "[31] Nydegger: actor using this strategy plays TFT for the 

first 3 moves unless it unilateraly cooperates in the first round and unilateraly defects
 in the second. In such a case it defects in the third move as well. After the third move
 it computes special defection score in which own previous defection has value of 2 
points and that of the opponent 1 point. However, memory is only 3 rounds-long. Defection
 score from respective encounter is multiplied by 16, 4, and 1 from the oldest to the 
latest interaction respectively. Finally, actor cooperates if defection score equals 0, 
27-28, 32, 40-4, 46-8, 56-7, 59-60, or 62-63.";

            if (s == 32)
                description = "[32] Pebley: actor using this strategy repeats its previous 

move, if both players chose the same action in the last round. Otherwise it defects with 
a probability of 80%.";

            if (s == 33)
                description = "[33] Falk & Langsted: actor using this strategy starts with 

cooperation. Actor remembers outcomes of the last 8 rounds and counts how many times 
opponent cooperated/defected after first player's own cooperation or defection. If the 
other player defected for the last 8 rounds, actor gets to TFT mode and repeats opponent
's last move from now on except for case when it perceives opponent as a random player. 
Then it defects for one round and resets defection parameter D. Opponent is considered 
random if values of its cooperation to defection ratios after first player's cooperation 
and defection are both between 3:2 and 1:2. Afterwards actor checkes if it is in TFT mode
. Next, if player's cooperation parameter C is positive, it cooperates and resets C to 
zero. As a next step actor evaluated if the opponent have just finished second 
consecutive cooperative move provided number of encounters is less than 30. If so actor 
cooperates. If not, it checkes if opponent responded to the first palyer's single 
cooperation four rounds ago according to TFT logic. If yes, player cooperates and sets C 
to one. Further condition screened is that actor defects (together with reseting of D) if
 opponent defected at least by 3 rounds more frequently. Player resets D-parameter if any
 of the last five conditions evaluated is true except for the third one. It defectes 
after any of them is fulfilled except for second and third and cooperates also if the 
fifth and thus the last condition if false. These conditions are (evaluated in the 
following order): whether the first player was the only one who defected a round before; 
whether D-parameter is positive; whether both cooperated a round before; whether the 
first player cooperated as the only one a round before; and whether it defected.";

            if (s == 34)
                description = "[34] Weiderman: actor using this strategy defects forever 

after three consecutive defective moves of the other player. Otherwise it cooperates.";
            if (s == 35)
                description = "[35] Adams R.: actor using this strategy starts with 

cooperation in the first two encounters. Thereafter actor retaliates after opponent’s 
defection until opponent defects again. However, if opponent’s first defection was on the
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 first round, actor does not retaliate after 3rd, 6th, 9th defection etc. Similarly, if 
opponent’s first defection was on the second round or later, player does not retaliate 
after that first defection, and then also after 4th, 7th, 10th etc. But even if according
 to the previously stated conditions actor decides not to retaliate after other player’s 
defection, this decision can be still thwarted (for that single round) since there is 
only certain probablity of the first player’s cooperation after opponent’s defection in 
the immediately previous interaction (initially 80%). This probability is, however, 
halved just after every defection of the opponent and again after all first actor’s 
decisions taken immediately after other player’s defection. It is halved as well after 
every second decision to defect that follows after opponent’s cooperation in the previous
 move. Under all other possible circumstances actor cooperates.";

            if (s == 36)
                description = "[36] Dawes & Batell: actor using this strategy starts with 

cooperation and then cooperates after other player's cooperation in the previous round. 
If opponent defected a round ago, then actor cooperates only if 5 is less than the 
product of 1.6667 raised to the power of overall sum of opponent's defections and 0.882 
raised to the power of sum of cooperations. Otherwise it defects forever.";

            if (s == 37)
                description = "[37] Lefevre: actor using this strategy defects if the number 

of other player's defections is greater than one fifth of all their interactions. 
Otherwise it cooperates.";

            if (s == 38)
                description = "[38] Anderson: actor using this strategy starts with 

cooperation. After second encounter it begins counting how many times had the other 
player responded to cooperation (defection) with cooperation and how many times with 
defection. In the first 15 interactions player defects unless opponent cooperated in the 
previous encounter or unless number of other player's defection is greater than 2. From 
16th encounter on player defects if the number of opponent's defections that followed 
after first player's cooperation is the same or greater than one third of the sum of all 
first players cooperations up to penultimate round. If this is not the case, actor 
chooses cooperation on all rounds except for every fourth, and even on every fourth one 
if the opponent defected only once out of the first 16 encounters and that precisely on 
the 16th one and without being provoked. If even this is not the case, player defects if 
there were not yet a single defection of the first player followed by opponent's 
retaliation, or if the sum of opponent's cooperations that followed after first player's 
defections is at least equal to integer value of one twelfth of all mutual encounters. In
 all other possible situations player cooperates.";

            if (s == 39)
                description = "[39] Downing: actor using this strategy cooperates in the 

first two rounds and then decides according to the level of other player's responsiveness
 in the previous encounters. Every round actor updates ratio of opponent's cooperation 
after first player's own cooperation ('good') or alternatively after its defection ('bad'
). Out of these two ratios actor computes two parameters: 'c' and 'alt' (c = 6 * good - 8
 * bad - 2; alt = 4 * good - 5 * bad - 1). Then if 'c' is non-negative and simultaneously
 'alt' is lower or equal to 'c', player cooperates. But if the first condition holds, 
while the second does not, then player does the opposite as in the last encounter. The 
same happens also in a different case that 'alt' is greater or equal to zero. All other 
situations cause defection. The same rule was submitted in the second tournament also by 
Stanley Quayle.";

            if (s == 40)
                description = "[40] Zimmerman: actor using this strategy starts with 

cooperation. Then if both players chose for the same option in the previous round, actor 
continues along the same path further on. However, in case of two players opting for 
different moves, first player counts how many times other actor unilaterally defected/
cooperated. Nevertheless, it continues along the path set unles opponent's unilateral 
defections/cooperations reach certain threshold (4 and 8 respectivelly). Then the player 
resets the counts of unilateral moves, updates the thresholds, and switches to 
alternative move than it has pursued so far. If player cooperated up to that point, it 
updates the threshold for unilateral cooperation, which it will be counting immediately 
afterwards. Updating takes form of integer value of unilateral defections threshold 
increased by 1 and multiplied by 1.6667. If player defected in recent encounters, it 
updates value of unilateral defections threshold. New threshold will be the same as old 
one decreased by 3 and increased by integer value of score gained from previous 
encounters with a given opponent divided by product of punishment payoff and number of 
encounters.";

            if (s == 41)
                description = "[41] Newman: actor using this strategy cooperates on the first

 two moves and then updates probabilities (BETA and ALPHA) of opponent's cooperation on 
the last interaction after the first player's defection/cooperation in the penultimate 
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one. In order to decide what to do player constructs two parameters. Parameter A, which 
is six times ALPHA decreased by two and then further by nine times BETA, and parameter B,
 which is four times ALPHA decreased by one and then further by six times BETA. If A is 
nonnegative and simultaneously not lower than B, then player cooperates. If A is only 
nonnegative, then actor does the opposite as it did in the last encounter. It does the 
same if A is lower than zero and simultaneously B is nonnegative. However, actor counts 
cases when both A and B are negative, defects in the first three such situations, 
cooperates otherwise, and resets that number of cases (while choosing defection) if 
either of two interacting players cooperated in their previous encounter.";

            if (s == 42)
                description = "[42] Jones: actor using this strategy starts with cooperation 

but for the logic of further decision-making see source code since strategy is too 
complicated for written description.";

            if (s == 43)
                description = "[43] Shurmann: actor using this strategy starts with 

cooperation and then reciprocates opponent's cooperation provided it never defected in 
the past. If other player already defected at least once, actor decides its move 
according to special probability parameter (0.5 initially), which is updated on every 
encounter. If there was a mutual cooperation in the previoues round, player cooperates 
with a probability equal to value of the last round parameter multiplied by 0.57 and 
increased by 0.43. In case of mutual defection in the previous encounter, player 
cooperates with a probability equal to value of the last round parameter multiplied by 0.
74 and increased by 0.104. Finally, after either side's unilateral defection, player 
cooperates with a probability equal to value of the last round parameter multiplied by 0.
5.";

            if (s == 44)
                description = "[44] Nussbacher: actor using this strategy cooperates on the 

first 10 moves. Then it counts opponent's defections in the last 10 encounters and 
decides whether to cooperate or not accordingly. If opponent defected 9 or 10 times out 
of last 10 moves, player defects with a probability of 94%. If the opponent defected 7, 6
, 5, or 2-times, then player defects with a probability of 87%. In case of 4, 3, or 8 
defections of the other player in the last 10 encounters, actor defects with a 
probability of 91,5%. If opponent defected only once, first player defects 23% of times. 
Finally if opponent consistently cooperated, player cooperates as well.";

            if (s == 45)
                description = "[45] Gladstein: actor using this strategy starts with 

defection. After opponents first defection, player cooperates and from then on it uses 
TFT strategy. Between the first round and the opponent's first defection, actor defects 
if number of its own cooperations over other player's cooperations so far increased by 
one is greater or equal to one half. Thus it defects on the fourth, sixth, eighth 
encounter etc. This is the TESTER rule in the Axelrod's second tournament. It is also one
 of five 'representatives'.";

            if (s == 46)
                description = "[46] Batell: actor using this strategy defects forever after 

opponent's tenth defection. If this is not the case, it cooperates after opponent's 
cooperation in the previous round, and does not respond to defections unless they are 
separated by less than 3 cooperative moves. In such a case it defects forever.";

            if (s == 47)
                description = "[47] Smith D.: actor using this strategy cooperates with a 

probability of 0.95 on the first move, and also after other player's cooperation, as well
 as after opponent's defection preceded by its cooperation. Player cooperates with a 
probability of 0.05 after 2, 3, 4, or 5 opponent's defections in a row. After 6th 
defection of the other player in a row, player clears its memory and thus tries 
cooperation with a probability of 0.95. However, if the opponent continues with 
uninterrupted defections, next attempt to cooperate is postponed. In fact, player tries 
to cooperate with continuous defectors after their 6th, 14th, 25th, 39th etc. defections.
";

            if (s == 48)
                description = "[48] Leyland: actor using this strategy starts with 

cooperation and each round updates overall number of opponent's defections as well as 
number of defections after the opponent's last cooperation (I5). Parameter I5 is reseted 
after the next cooperation of the other player unless this count of recent defections is 
lower than 2. It is also reseted after all first player's cooperations not based solely 
upon TFT decision-maing, e.g. when actor repeats oponent's cooperation on the last round 
given I5 is higher than 5, which is always the very first condition evaluated in player's
 decision-making process after updating number of defections. In other situations actor 
plays TFT provided number of interactions so far is lower than 30. If number of 
encounters exceeds 29, player reconsiders cooperation probability (initially 75%) and 
lowers it by 20 points if opponent defected from 40 to 60% of all of their previous 
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interactions. From 30th encounter further on actor usually repeats opponent's last move 
unless random number from 0 to 1 is higher than cooperation probability, when the actor 
defects. After every such a defection player acquires bad standing, which gets back to 
'good' just after any non-TFT-based decision to cooperate, similarly as in the case of 
count of recent defections. After every defection caused solely by low cooperation 
probability actor repeats opponent's last move (if it does not defect again because of 
low probability of cooperation) and then, until good standing is restored again, it 
starts taking notice of the last opponent's move. If the other player cooperated, actor 
decreases cooperation probability by 5 points, changes it to zero if the result is 
negative, repeats opponent's last move if the result is at least 0.3, or if not the case 
proceeds again to generating random number and comparing it with cooperation probability.
 But if the other player defected, the first player cooperates, increases cooperation 
probability by 15 points, changes it to 1 if the result is bigger than one, and ensures 
that if I5 is now bigger than 5, it will cooperate in the next round (even before it 
could have updated cooperation probability) and will repeat that until I5 will not get 
below 6. Rules for reseting count of recent defection were already stated.";

            if (s == 49)
                description = "[49] McGurrin: actor using this strategy starts with defection

 and then cooperates for two round while paying attention to what the opponent was doing.
 If the opponent defected on both 1st and 2nd encounter, player shifts its strategy to 
TFT. If the other player cooperated in both interactions, the first player introduces 
defection every 8th round from now on, and otherwise cooperates if the opponent 
cooperated on at least one of the preceding two rounds. If the other player cooperated on
 only one of the first two rounds, actor decides what to do according to opponent's move 
on the 3rd encounter. Given other player cooperated on the 3rd round, actor shifts its 
strategy to TF2T. Given opponent defected on the 3rd encounter, player shifts to TFT 
beginning with cooperation or defection according to what the other player did on the 
first round (cooperated or defected, respectively).";

            if (s == 50)
                description = "[50] Hollander: actor using this strategy defects only after 

two consecutive defections of the oponent. It also unilaterally introduces single 
defection every few rounds (with decreasing frequency).";

            if (s == 51)
                description = "[51] Grim trigger: player starts with cooperation and 

continues doing so until the first defection of the opponent. Thereafter it always defect
. Strategy is totally unforgiving. This strategy was named FRIEDMAN in the first Axelrod 
tournament.";

            if (s == 52)
                description = "[52] George Hufford: actor using this strategy plays TFT on 

the first 5 encounters simultaneously saving number of defections in these moves. If 
previous 5 rounds were at least as profitable for the first player as the penultimate 5 
encounters and the number of defections were less than 5, then actor introduces one more 
defection (out of every 5 moves) than before. If, however, this decision brings less 
gains to player than previous pattern of interactions, it switches back, reduces number 
of defections by one, and continues doing so as long as it brings about at least as much 
gains out of the last 5 moves as was the case in the penultimate 5 encounters. On the 
other hand, if this condition is not fulfilled and actor again gets less profit from last
 5 moves than from penultimate 5, player again starts step-by-step to introduce 
defections.";

            if (s == 53)
                description = "[53] Smoody: actor using this strategy defects only after 

other player's cooperation in previous round and even then only with 10% probability.";
            if (s == 54)
                description = "[54] Feld: actor using this strategy choses its pattern of 

behavior for every 20 moves. There are 5 basic patterns: always cooperate; cooperate even
 after defection with probability of 25%; play TFT; defect even after cooperation with a 
probability of 25%; and always defect. Actor plays TFT in the first 20 interactions and 
then gradually moves towards always defecting pattern. After reaching that pattern, it 
stays by that unless it brings about lower gains than the next more cooperative pattern 
(last 20 moves when it was using 25% probability to defect after opponent's cooperation).
 If that shift towards less defecting pattern of choices ensures higher profits (but not 
as high as that of even more cooperative pattern, because in that case player stays by 
present pattern of behavior), then player gradually moves after every 20 moves towards 
always cooperating end. Every change towards more cooperative pattern of behavior is 
accompanied by assumption that opponent cooperated in the very last round. After reaching
 always cooperating end, player stays by that unless it brings about lower profits than 
the last case of less cooperative pattern of behavior. In that case it moves again 
towards always defecting end, and employs similar conditions as when moving from more 
defecting end towards more cooperating one: it continues lowering cooperation probability
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 as far as gains from the last case of interacting under that possible pattern is higher 
than those under present one. If not the case and simultaneously higher cooperation 
probability is not promising (lower gains prospect), player stays by the pattern it now 
employs instead of zipping back towards always cooperating end.";

            if (s == 55)
                description = "[55] Snodgrass: actor using this strategy first cooperates 

unconditionally for the 10 rounds, then allways defects for next 10 interactions, then 
alternate cooperation and defection for the following 10 encounters, plays TFT for 
another 10, and finally chooses TF2T for the fifth serie of 10 rules. These five 
strategies are alternated each for 10 rounds unless some of them are deactivated in 
evaluation that occurs after 10th round played according to the last of the active 
strategies. Strategy is deactivated if it gained less than 90% of average gain per active
 strategy per 10 rounds in the last case that it was active. Strategy is reactivated if 
its average 10-round gain across all cases that it was active is bigger than the current 
average of active strategies per 10 rounds.";

            if (s == 56)
                description = "[56] Duisman: actor using this strategy cooperates on every 

odd interaction.";
            if (s == 57)
                description = "[57] Robertson: actor using this strategy starts with 

cooperation and repeats opponent's defection on the previous round if the number of 
interactions did not exceed 4 yet. After the fourth round player starts counting both 
overall number of other player's defections as well as number of consecutive defections 
since opponent's last cooperation. Player counts also opponent's consecutive cooperative 
moves. After opponent's cooperation, player cooperates unless number of opponent's 
defections is greater than the defection threshold (initially 20% of all interactions). 
However, even in that case it cooperates if number of other player's all defections is at
 least 20 times lower than the number of its consecutive cooperations multiplied by 
number of encounters. Furthermore, actor defets after opponent's cooperation also if the 
number of interactions up to that round is divisible by 12. This number is lowered by one
 every sixth defection induced in this way. This process of defection initiation by way 
of probing divisibility of interaction's number is never tried again if the other player 
defects on the same round as in which the first player initiated defection in that way. 
Finally, after opponent's defection in the previous round, player cooperates (given 
number of interactions is greater than 4) unless overall number of opponent's defections 
is greater than the defection threshold or unless player defected for at least three 
consecutive interactions. From 20th interaction further on player decreases defection 
threshold to 10%.";

            if (s == 58)
                description = "[58] Rabbie: actor using this strategy cooperates on the first

 two moves and for the next 20 moves it defects unless index computed every round is 
greater than 2. This index is computed from the second round further on, and gets values 
of 4, 3, 2, and 1 if player made choices in two previous rounds in the following manner, 
respectively: it defected on both of these encounters; it defected on the penultimate 
round only; defected on the last one only; or didn't defected at all. From the third 
interaction player updates probabilities of other player's cooperation after 4 possible 
combinations of the first player's decisions in the last two rounds as indexed in an 
already stated way. From the second interaction actor also considers whether other player
 made the same choice on previous round or not. If the opponent consistently mirrors 
first player's choices, from 23rd encounter further on actor cooperates until the first 
time when both players chose for different option. After 22nd encounter and with 
interacting players using different strategies, player decides according to one of the 6 
different strategies. What strategy player utilize depends upon expected gains that 
strategy will provide given different probabilities of opponent's cooperative behavior 
after 4 possible combinations of the first player's moves in the last 2 encounters, and 
given different weights attached to these probabilities within those 6 strategies. The 
most generous strategy always cooperates and the meanest one always defects. Decision-
making process of weighting is slightly more favourable towards more defecting strategies
.";

            if (s == 59)
                description = "[59] Hall: actor using this strategy cooperates on the first 

move, but on the second one only if opponent defected in the previous one. Thereafter it 
cooperates both after every odd cooperation of the other player as well as after every 
opponent's odd defection. In other cases it defects.";

            if (s == 60)
                description = "[60] Friedland: actor using this strategy starts with 

cooperation and then computes probability of opponent's cooperation after first player's 
cooperation (Alpha) or defection (Beta). If the other player is viewed as playing 
according to random strategy, actor defects forever. Player is random if it did the same 
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for three rounds at least once, if it didn't pick the same choice for more than 10 times,
 if it defected between 10 and 26 times (excluding) in the first 36 interactions, and if 
it changed the choice less than 26 times. If opponent is not considered to be random 
player, actor chooses the best following of three strategies given the Alpha and Beta: 
always cooperate; always defect; alternate cooperation and defection.";

            if (s == 61)
                description = "[61] Random: player randomly chooses between cooperation and 

defection.";
            if (s == 62)
                description = "[62] Hotz: actor using this strategy cooperates with 

probability of 0.1 in the first 100 interactions, with probability of 0.05 in the second 
hundred, with that of 0.15 in the third hundred, and always defects from 300th move on.";
 

            if (s == 63)
                description = "[63] Win-stay-lose-shift: player starts with cooperation. 

Thereafter it defects only if the two players opted for different alternatives in the 
previous round. Otherwise it cooperates.";

            if (s == 64)
                description = "[64] Suspicious tit-for-tat strategy: player starts with 

defection and then repeats the other player's last move.";
            if (s == 65)
                description = "[65] Generous tit-for-tat: player starts with cooperation and 

then repeats the other player's last move with a certain probability to generously 
disregard defection and cooperate further. Optimal generosity level equation determines 
actual extent of generosity. Optimal level is equal to the lower of the following two 
values: (R - P)/(T - P) and (2R - S - T)/(R - S)].";

            if (s == 66)
                description = "[66] Contrite tit-for-tat: while determining how to move in a 

given round player considers not only history of previous interactions but also standing 
of both players. Player receives good standing whenever it cooperates, but also if it 
defects given its previous round standing was good while opponent's standing was bad. 
Otherwise it gets bad standing. Player using CTFT strategy starts with cooperation and 
does so always except in case when in the previous round it was in good standing while 
the other player was in bad. In case of three possible standings (content, provoked, 
contrite) instead of only two (good, bad), one can formulate CTFT strategy even without 
need to consider other player's standing.";

            if (s == 67)
                description = "[67] Remorse: while determining how to move in a given round 

player considers not only history of previous interactions but also the standing of both 
players. Player receives good standing whenever it cooperates, but also if it defects 
given its previous round standing was good while opponent's standing was bad. Otherwise 
it gets bad standing. Player using Remorse strategy starts with cooperation and then does
 the same only if both players cooperated in the previous round or if it is in bad 
standing. In case of three possible standings (content, provoked, contrite) instead of 
only two (good, bad), one can formulate Remorse strategy even without need to consider 
other player's standing.";

            if (s == 68)
                description = "[68] Walt: player employing this strategy makes use of two 

variables. Namely, probability of interaction occurence and cooperativeness of the 
oponent (ratio of mutually cooperative outcomes to all their interactions). First, if the
 probability of interaction is greater than 2/3 and oponent's cooperativeness is lower or
 equal to one half, then WALT always defects (DEF) except after oponent's cooperation 
given randomly generated number from 0 to 1 is simulataneously lower than the level of 
cooperativeness. If this cooperativeness falls between 0.51 and 0.76, actor plays TFT, 
and if it is greater than or equal to 0.76, player always cooperates (COOP) except after 
oponent's defection given randomly generated number from 0 to 1 is simulataneously 
greater than the mentioned cooperativeness level. Second, if probability of interaction 
is greater than 1/3 but lower than 2/3, then actor using WALT strategy plays DEF, TFT, 
and COOP given level of cooperativeness corresponding to <26, 26-75, and >75 respectively
. Finally, if the probability of interaction is lower than 1/3, player always cooperates 
(COOP) given cooperativeness reaching more than 50%, always defects (DEF) if it stays 
under 26%, and plays TFT under remaining circumstances.";

            if (s == 69)
                description = "[69] Balance: the greater is the power of oponent, the less 

cooperative is this strategy. To be more specific, player computes ratio of oponent's 
power to the average capability level in the system, which normalized to the interval 
from 0 to 1 helps determnine the next step. If this ratio falls between 0.34 and 0.66, 
actor plays TFT. If it is less than 0.34, player always cooperates except after oponent's
 defection given randomly generated number from 0 to 1 is simulataneously lower than the 
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mentioned ratio. If it is greater than or equal to 0.67, player always defects except 
after oponent's cooperation given randomly generated number from 0 to 1 is 
simulataneously greater than the mentioned ratio.";

            if (s == 70)
                description = "[70] Bandwagon: the greater is the power of oponent, the more 

cooperative is this strategy. To be more specific, player computes ratio of oponent's 
power to the average capability level in the system, which normalized to the interval 
from 0 to 1 helps determnine the next step. If this ratio falls between 0.34 and 0.66, 
actor plays TFT. If it is less than 0.34, player always defects except after oponent's 
cooperation given randomly generated number from 0 to 1 is simulataneously lower than the
 mentioned ratio. If it is greater than or equal to 0.67, player always cooperates except
 after oponent's defection given randomly generated number from 0 to 1 is simulataneously
 greater than the mentioned ratio.";

            if (s == 71)
                description = "[71] Weakling: while determining how to move in a given round 

player considers not only history of previous interactions but also the standing of both 
players. Player receives good standing whenever it cooperates, but also if it defects 
given its previous round standing was good while opponent's standing was bad. Otherwise 
it gets bad standing. Player using Weakling strategy starts with defection and then does 
the same only if it is in bad standing. In case of three possible standings (content, 
provoked, contrite) instead of only two (good, bad), one can formulate Weakling strategy 
even without need to consider other player's standing.";

            if (s == 72)
                description = "[72] Grofman 1st: actor using this strategy cooperates on the 

first round and thereafter does the same unless it and the opponent chose different moves
 in the previous encounter and the randomly generated number from 0 to 1 is greater than 
2 / 7.";

            if (s == 73)
                description = "[73] Feld 1st: actor usint this strategy starts with a TFT 

strategy but gradually lowers the probability of cooperation after opponent's cooperation
 in the previous round so that by the 200th interaction the probability is 0.5. After 
200th encounter that probability ceases to decrease.";

            if (s == 74)
                description = "[74] Joss 1st: strategy from the Axelrod's first tournament. 

Actor begins with cooperation and then repeats other player's cooperative move in the 
previous round with the 90% probability. It always defects after opponent's defection in 
the previous round.";

            if (s == 75)
                description = "[75] Davis: strategy from the Axelrod's first tournament. 

Actor cooperates in the first ten interactions with a given player and then always 
defects after single defection of the opponent.";

            if (s == 76)
                description = "[76] Shubik: actor using this strategy starts with cooperation

 and then counts the number of oponent's unilateral defections. After every such a 
defection player defects itself so many times as is the number of other player's 
unilateral defections so far. Then it tries to reestablish cooperation.";

            if (s == 77)
                description = "[77] Tullock: player using this strategy cooperates in the 

first 11 interactions and thereafter cooperates 10% less often than the opponent did on 
the previous 10 moves."; 

            if (s == 78)
                description = "[78] All-defection: player always defects.";
            if (s == 79)
                description = "[79] All-cooperation: player always cooperates.";
            if (s == 80)
                description = "[80] Vienna: strategy was used in papers by Martin Nowak and 

Karl Sigmund from University of Vienna. Actor is coupled with a random combination of 
four numbers each from the interval (0,1) that determine the probability of its 
cooperation after four possible outcomes of the previous round, i.e. CC, CD, DC, and DD 
respectively. If checked, this strategy is assigned to all players that remain after 
other selected rules have been already allocated exactly once.";

        }
        private void btnUncheck_Click(object sender, EventArgs e)
        {
            for (int i = 0; i < chkListStrategies.Items.Count; i++)
                 chkListStrategies.SetItemChecked(i, false);
        }        
        private void btnCheck_Click(object sender, EventArgs e)
        {
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            for (int i = 0; i < chkListStrategies.Items.Count; i++)
                chkListStrategies.SetItemChecked(i, true);
        }
        private void btnDisplay_Click(object sender, EventArgs e)
        {            
            bool vystup;
            vystup = Int32.TryParse(txtNumber.Text, out strategy);
            if (vystup == false)
                MessageBox.Show("Entry must be a number!", "Wrong Entry", MessageBoxButtons.

OK, MessageBoxIcon.Error);
            else if (strategy > 77 || strategy < 1)
                MessageBox.Show("Number must correspond to one of the strategies available.",

 "Wrong Entry", MessageBoxButtons.OK, MessageBoxIcon.Error);
            else 
            {
                determine(strategy);
                rtbDescription.Text = description;
            }
            txtNumber.Clear();
            txtNumber.Select();
        }        
        public ArrayList Strategies;
        private void btnSave_Click(object sender, EventArgs e)
        {
            Strategies = new ArrayList();
            for (int i = 0; i < chkListStrategies.Items.Count; i++)
                if (chkListStrategies.GetItemChecked(i) == true)
                    Strategies.Add(i + 1);
            if (Strategies.Count == 0)
                MessageBox.Show("You did not choose the strategies!", "Strategies not 

Selected", MessageBoxButtons.OK, MessageBoxIcon.Warning);
            else
            {
                btnSave.DialogResult = DialogResult.OK;
                this.Close();
            }
        }
        private void helpToolStripMenuItem_Click(object sender, EventArgs e)
        {
            FormHelp formHelp = new FormHelp();
            formHelp.ShowDialog();
        }
    }
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