ODD
[bookmark: _GoBack]We developed an agent based model built in Netlogo 5.1.0 to calculate the impact of a behavior observed in a leafcutter colony: murder in an ant colony. An agent based model is one where each agent class follows a set of rules, but through their stochastic interactions in space they simulate complex dynamic processes. Our model, like other agent based simulations of life authored before us, are subject to the biases of the authors on topics such as how gender and kinship influence ideas about reproduction, sex, relatedness and sexual selection; Our notions of competition and market economics influence our discussion of survival and reproduction (Helmreich, 1998). Below we strive to make our biases explicit. Based on the ODD (Overview, Design concepts, Details) protocol, on this section we present a description of the Umwelt-ant model, Following Grimm et al. (2006). The Umwelt-ant model is implemented in NetLogo (Wilensky, 1999). The description given here concerns our basic model, which we will refer to as the simulation.
Purpose
To show the population function of two ants colonies, each of which has a proportion of members that cannot differentiate friend from foe, in competition with each other,  we built a simulation using Netlogo 5.0.5. (Wilensky, 1999), to highlight where such conflicts are most likely to occur, and their effect on emergent properties of population: foraging efficiency and resilience in times of crisis.

[bookmark: h.5tcmjr4ghgni]Entities, state variables, and scales
Our model contains four entity types: ants, sheep, wolves and patches, which are map squares in Netlogo terminology. These entities interact as follows: sheep and wolves are environmental background actors which create an environmental equilibrium, ants harvest from these environs, all agents communicate with each other by the fact they all change the colors of the models environment. 

In the model, two collectives, red ants (rants) and blue ants (bants), live on a very small sphere, using the pheromone trail laying mechanism outlined previously by Wilensky (1997). The two colonies start out the simulation with a built in dietary preference  paint-color, this variable is always a number between 0 and 139.9, corresponding to Netlogo’s built in color pallete. When an ant finds a patch that corresponds to her paint-color she picks it up and gains some energy, 250 antergy. She then turns the patch black and returns some colony food (bluefood or redfood) to the home nest (return-to-nest).  When the collective reaches 200 food (global variables redfood or bluefood), it hatches a new baby ant using the birth function. The ant slowly grows (grow), by 1.001 times its current size each step, until it reaches size 4. Because birth can only at max hatch one ant per colony per step, the max growth rate equals steps. Ants also have variables age, their current x and y coordinates and a state of whether they are looking-for-food or returning-to-nest and the time-spent-foraging: the number of steps they have spent looking-for-food. Ant collectives also own killoefficient, which if equal to 1 means the ant kills every other ant they contact using the attack function. If not, the ant never attacks.

We created a function for mortality based on age. At every time step, ants lose energy (antergy) and age, if the antergy minus age / 1000 ever falls below 0, the ant dies (check-death). In general, we did not use the function, as death by mortality confounds results which show that murder rate results in colony collapse. Further. the time scale of our simulations was approximately 4 hours, so natural mortality was not applicable. Consequently, unless noted scenario findings in the results do not implement the check-death function.

Changing ecosystem
Ants occupy rapidly oscillating ecosystems (Vasconcelos, 2008). The simulation represents this situation using three agent sets, sheep, wolves and patches. There is a pollinator agent  (sheep), who pick up patches’ pcolor and place patches which transmits errors in the patch-map color every time step. patches have the variable paint-color which stores a number between 0 and 139.9, which corresponds to Netlogo’s color pallet. They also have winds which increment their speed in the prevailing winds direction, set by variables movementx, and movementy which are set between -10 and 10 and move sheep that many patches in each step. Patches are set to 4 pixels, which is the same size as a fully grown ant, so patches are one ‘antomole’ squared, if ant length is taken as a unit of measure.

Patches use the diffuse primitive to pass their color (pcolor) to neighboring 8 patches to simulate growth of plant life. This simulates the environmental changes through time ant colonies are subject to. This means the environment is an equilibrium of the total number of patches disseminating color and sheep  pollinators picking up and dropping seeds around the tiny sphere. As a result, the map coloration is mostly stable but can have cessation of colors due to stochastic distributions, leading to new distributions simulating climactic changes in an agent based framework. Patches also store chemical, pheromones that lead back from food, and the nest scent. Nest scent is a value between the nests location and max xcor and and ycor. Ants use this to return to the nest. Furthermore, some patches have the boolean variable nest? (rant colony location) nest2? (bant colony location] or foodpatch. The affected patches are declared by setup-patches function. 

The model contains wolves as an agent set. They eat sheep, and when they touch a patch set it to black (0), which makes it inedible to ant collectives. They have a x and y coordinate, and wolf energy, wenergy. They move a user defined amount each time step and on contact eat sheep. They are modelled as a blight on the environment, or a predator.

time
Each step in the model is the time taken by one ant to travel a distance equal to its body length (approximately one second). Our longest simulations ran for 16,0000 steps, or approximately 4.5 hours if translated to reality.

[bookmark: h.bhurae4neno7]Process overview and scheduling
The model functions in the following order every time step: move-turtles moves the sheep and wolves. Ask rants, if they are not carrying food, to look-for-food, otherwise return the food they are carrying to the nest. If they are carrying food and they meet a smaller ant, share their successful foraging strategy with that ant using tandum-running. The whole time, attack ants they meet, wiggle and move forward one patch. After the red ants, ask the blue ants to do the same things in the same order. Then ask the pollinators to eat-grass. At this point if mortality is turned on check all agents energy levels and if too low, kill off the pertinent ants. Then check if 1000 < 3 and if so ask all the plants to spread to their neighboring cells using diffuse primitive. Deteriorate pheromone trails with  diffusion-pheremone. Then reproduce ants using birth, grow, and finally ants age by 1 each step.

[bookmark: h.go3ppae7yzb4]Emergence
Our model extends the emergent behavior of ants presented in Wilensky (1997). Our model has three distinct additions: the landscape distribution, the growing ant population, and the effect of ants attacking. 

1. The landscape emerges through the use agents make of it. Regardless of the starting arrangement of colors, the number and direction of agents’ action alters the landscape, creating an ever changing cascade of landscape, due to the interactions of the agents with the landscape;
2. The ant population is a function of how well their population adapts to the changing ecosystem. At the same time, it also depends on how the ants affect the ecosystem. The stochastic interaction between ants and their environment therefore shapes both the colony populations and the environment; and
3. The number of murderers in the ant population drastically affects the ant population, while the population is a function of the dynamic distribution of resources within the environment and the colony learning. The effect of murders, though consistent on average (i.e., over several runs of the simulation), is still an emergent outcome.

There are several non-emergent functions. Ants all have a preset starting location and energy level. Colonies have a preset, 200 food, threshold to produce another ant. The total number of environmental agents is capped (mostly for performance reasons, 100,000 agents definitely bogs the computer down). These elements create an easier to analyze though less ‘realistic’ simulation. Because the simulation only models hours of interaction, we took these interactions as ‘snapshots’ to talk about generational change.
[bookmark: h.ogd9rr28e5vh]Adaptation
Agents (ants) constantly adapt to their local environment. Ants in our model learn locally. They constantly check the color of the patch they are on, and based on thresholds, they act on their local patch. Their actions towards patches include taking on the color of the patch they are on, changing the color of the patch they are on, or stripping the patch of color. Their actions towards other agents include teaching, learning or attacking. Because they are rewarded for finding patches of their preferences, success in the simulation depends on the adaptive success of their food preferences. Over time, they adapt to local prevalent colors, but through depletion often exhaust those local resources and are forced to adopt new preferences through local interaction.
[bookmark: h.9bmnynqukzd]Objectives
Agents in our model use a reproduction function based on gaining enough energy to surpass a built in threshold and reproduce. Environmental agents reproduce locally, ants reproduce at the colony, as the workers are sterile. Patches too reproduce, but they do it using the diffuse primitive, if nothing eats them they simply grow to their neighboring 8 patches. Thus, agents objective is to maximize their population, and patches objective is to maximize their colors screen space. 
[bookmark: h.feib6t4rrodq]Learning
Agents in our system learn food preferences through interaction with patches. They get more reward for finding patches of the color they previously prefered, but they can learn new preferences.
[bookmark: h.8qyt05ihuz4r]Prediction
Agents only make local decisions, they have no ability to predict. Everything is locally contextual.

[bookmark: h.x3er02cwyvbz]Sensing
Ants can sense the local optimum food preference based on taking on the preferences of successful foragers they encounter. This local optimum passes through the colony like a game of telephone, until that food color is exhausted. Additionally, ants can sense the amount of pheromone laid on the patch they are on and move towards the patch with the highest pheromone load in their forward 45 degree arch.
[bookmark: h.5ztb59j3flwr]Interactions

Dietary Preference changing
Ants can improve performance due to a function of memory and information sharing (Landridge et al, 2004). In fact these preferences changing and the impact of selection on successful foraging preferences may be part of the emergence of castes in ants (Oster and Wilson, 1978). For a software agent, to deal with a changing world, means that they must do more than have parameters, they must change parameters to fit novel arrangements. With this machine learning paradigm in mind and building off Holland (1976) and Lanzi’s work (2000), we derived a simple genetic algorithm (GA) to simulate these changing preferences. The GA follows Lanzi: 
For an agent interacting with a physical environment, learning is going to be not only a matter of optimally tuning a set of parameters, but also of discovering structure. An optimal structure of the environment is somehow mirrored by the structure of the agent's representation of its own behavior.
(2000, pp 11).
The ‘somehow’ mirroring, is accomplished by creating a dietary preference equilibrium through random attempts, and social learning. We increased reward through habit giving the individual ant more energy if it eats food a shade of its prefered food, for every time step t an ant does not find food of its preference (paint-color), she has a chance (1 in 10,0000) of changing her preference and eating the color of the patch she is standing on. She then sets her paint-color to the color of the patch she’s on and gains 20 antergy. When she finds subsequent food of her preference, she’ll gain 250 antergy.  Furthermore, ants in the colony share their preferences. 

When adult ants who are returning food to the nest meet baby ants, they set the young’s foraging preferences to their own (tandum-running). As a result, the ants are capable of foraging in an ever-changing environment adapting and sharing their successful preferences to take advantage of ephemeral resources. Of course, the ants preferences at any time only represent local optima, as they exploit the area nearest their nest most completely (Azzag, 2003). The machine learning, social learning and stochastic random trials allows the society to adapt to find food in an ever changing environment. The model could be extended to include phenotypic instead of just behavioral evolution by varying antergy and global colony food gains when innate in variables are met: like ants with long mandible harvest flowers better.

Pollinator Plant
Furthermore, plant patches succeed by spreading their information across the map. This spread is a two part interaction, they spread locally themselves, through seed dissemination, but pollinator sheep also carry their information across the map where they seed it, allowing for dissemination of plant life throughout the map.

Intraspecific Competition
To model the fact that some hymenoptera kill their nest-mates, and to abstract away the reason, there is a murderer rate (m) applied to every ant at birth. If m is 1 then 1% of ants born kill other ants when they contact them (attack).  If m is 100, then every ant kills every ant it contacts, creating a total state of nature. This rate models the frequency with which ants in our colonies cannot recognize their nestmates, or in other words, errors in the hydrocarbon identification system. This behavior in our ants simulation could be compared to some deviant behavior in humans (Clinard, et al., 2010).

[bookmark: h.kzmm71p23r5f]Stochasticity
The simulation handles key processes stochastically: the emergence of murderers, plant growth, environmental agent’s movement, food rewards, random discovery walks, and food preference changing. Stochasticity is used in these processes to allow events to occur at frequencies rather than at times, or to add variability in the agents’ direction of movement. In either case, we employed stochastic thresholds when the outcome did not matter at the local level, as it is the aggregate effect that we sought to study.

[bookmark: h.lb1isqkv4lhq]Collectives
The agents form collectives. Both colors of ant are collectives, as are the sheep, wolves and patch colors. Collectives of agents are declared as a separate breeds. Patches become collectives through the prevalence of that color on the map. The breeds of ants are bound together through collective foraging and reproduction, as well as parameter passing of food preferences. The sheep take collective action because they all are moved by the wind’s speed and direction, set by global variables movementx and movementy. The wolves are only a collective in the fact they are a breed, besides that they each act rather independently. The ant colonies, due to their shared reproduction and foraging become a sort of organism made of individual ants. Likewise, the plant life becomes a rainbow of collectives as the shades disseminate over the map.

[bookmark: h.ml8lc5bkoata]Observation
The data collected includes the population, the average age, average time spent foraging and total collected food of each ant colony. These measures are collected at each time step. Additional information, the x and y coordinates of interactions such as teach and attack, was also observed.

[bookmark: h.fyjvrvgqmmh7]Initialization
The colonies of ants are set up at 0, 0 and 10,10. Each colony is given ten worker ants. There is 1 sheep on the map to start. There are no wolves unless added as an intervention. Each ant starts with 200 food and a percent chance (random 100 > murderer) of starting as a  murderer. The ants are given a food preference depending on the scenario: green, nothing, or random 139.9. the evaporation rate of pheromone trails is set to 0.11. The wind is set to 0 x and 10 y. The food bonus is set experimentally between 1 and 200. The sphere of play arena, is set to 50 by 50 or 150 by 150 patches. The murderer rate is set between 0-100. Patches are set to four pixels. The energy reward for finding an ants prefered food is 250. The energy for learning a new food preference is 20.

Submodels
[bookmark: h.lhjfd2pm1296]move-turtles
To move environmental actors based on wind speed plus their own speed, environment plus personal inclination, we implemented this code:

move sheep and wolves randomly based on the wind directions ( global variables movementx and movementy): reset the sheeps x location by movementx plus a random number between 1 and 10. Then reset their y location by movementy plus a random number between 1 and 10. 

This moves the sheep based on the screens pixels, instead of patches. Patches are at the ant scale and environmental factors are of a smaller scale, we assume. 

Afterward set wolves a random 10 x and y from where they are.  
finally, decrement ants’ energy by 2 and wolves’ by 1. 

This procedure was designed to create a scale of action below the ant scale that builds the environment but does not interact much with the ants’ scale.
[bookmark: h.atrh1tqhlsv4]look-for-food
To get ants to forage for food if they have not found any yet we implemented this code:

To account for the time ants spend foraging in their life every ant owns their own foraging-time variable.
At ever time step they are searching, it is incremented by 1.

At every time step, ants check the color of the patch they are standing on, if it is not the red nest, blue nest or a black patch they implement the food collection code:

If the color of the patch they are on is a shade of their food preference color, paint-color, 
pick up that food, 
deplete the patch to black, 
gain 250 personal energy and return the foraged food to the nest by following the nest scent. 

Now there may be times an ant cannot find food of its prefered shade. In that case, one step in 10,000, the ant will experiment with a new food source:

If the patch an ant is on is not the red or blue nest, or a black depleted patch,
set that ant’s preference to the patch it is on, 
gain a reduced reward of just 20 personal energy, we assume trying new things is hard. Deplete that patch to black. 
Then the ant turns and follows the nest scent back to its colony to deposit its foraged food.

[bookmark: h.1gfwudfi8ad5]tandum-running
when returning food to the nest for colonial consumption ants teach colony-mates their successful foraging preferences as follows:

pick another ant on the same patch, if that ant is the same breed as ourself,
set the paint-color of the student to our own immediately.

Ants teach foraging habits and behaviours to other ants by walking along together. By this method ants learn to forage, avoid predators and other useful techniques (Franks and Richardson, 2006). The idea of tandum-running creates the situation where learning has a time cost. One design extension would be to add a coefficient to represent the time cost of learning and study how that would impact fitness.

[bookmark: h.n4djvyz9iiys]attack
Ants sometimes are aggressive (Moffette 2012). Our study looks at what happens to an an colony when the function that identifies friend from foe is turned off for a proportion of a colony. To implement this behavior we use the following code:

If the current ant is a murderer,
if the killoefficient is greater than zero (set at birth by murderer rate) select another turtle at the same spot, 
If that turtle is not a sheep, ask the turtle to die.

This function is rather extreme, it removes most targeting for violence. If ants have a killoefficent, they simply kill every ant they encounter. Such black and white behavior is highly improbably in nature, but we wanted to demonstrate the effect of behavior as starkly as possible. Finding the actual parameters of such behavior would be done in field or lab experiments for suitable species of ants.

Analysis
Analysis was conducted using Netlogo’s Behavior Space, which outputs comma separated spreadsheets, .csv. The behavior space scenarios were geared to increment the murder rate. Our primary data was red and blue ant populations per time step, and the average age and foraging time of red and blue ants per time step. We also tracked colony food. Age and foraging rate allowed us to monitor the ant foraging efficiency. 
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