Model Description
This is a model description of a model discussed in Janssen (2012). The model description follows the ODD protocol (Grimm et al. 2006).
Purpose

The purpose of the model is to understand which components of a decision theoretical model are most important to explain data from field experiments. 
State variables and scales

The model has 5 agents who make decisions in 10 rounds of an irrigation experiment. 
Process overview and scheduling

Each round all agents make first a decision how much to invest in the public fund based on expectations and preferences they have. When the level of the resource of the irrigation system is known agents make decisions how much to take starting from the upstream agent A to the downstream agent E. The outcome of the decisions affects the expectations that are used in the following round.
Design concepts
Prediction. Agents have expectation on the level of cooperation of others. They have an initial level of expectation which is updated each round.
Interaction. Agents interact indirectly via decisions on how much to invest in a public fund and how much to extract from a common resource.
Stochasticity. Decisions are made based on the expected utility of the different options. The option that leads to the highest utility is not automatically chosen since agents make a probabilistic choice using the expected utility of the different options.
Initialization

The decision theoretical model that is used to define the decisions includes 6 parameters. Each agent has parameter values that are drawn from Gaussian distributions which parameter values are listed in Table 2.
Input

The model uses two sets of input data. Table 1 defines the production function of the water production. Depending on the investment decisions agents make, a certain level of the common resource – water – is produced.
Table 1.  Water production as a function of units invested in the public infrastructure. 
	Total units invested by all 5 players
	Water available

	0-10
	0

	11-15
	5

	16-20
	20

	21-25
	40

	26-30
	60

	31-35
	75

	36-40
	85

	41-45
	95

	46-50
	100


The second set of data as listed in Table 2 is the set of parameter values of the distributions that define the decision making of the agents. The values of the parameters are determined in the calibration process as described in Janssen (2012).

Table 2.  Range of parameters and mean and standard deviation of distributions of parameter ranges.
	Parameter
	Description
	Range
	Range
Mean
	Range

standard deviation

	α
	Strength aversion to exploiting others
	[β,1]
	[-1,1]
	[0, 1]

	β
	Degree of altruistic tendency
	[-∞,α]
	[-1,1]
	[0, 1]

	λ
	Parameter to define probabilities
	[0, ∞]
	[0,5]
	[0, 1]

	η
	Initial level of cooperation of others
	[0,1]
	[0,1]
	[0, 1]

	τ1
	Learning rate investments
	[0,1]
	[0,1]
	[0, 1]

	τ2
	Learning rate extractions
	[0,1]
	[0,1]
	[0, 1]


Submodels

Utility
We assume that agents maximize their utility. This utility ui is formalized in a general way to include different types of other regarding preferences: 
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where α and β are initially assumed to be the same for all agents,  EQ w\s\do5(i) is agent i’s expected wealth, and EQ \O(w,\S(¯)) is the average expected wealth of the other agents in the group. α can be regarded as the strength of an individual’s aversion to exploiting others, and β can be regarded as an individual’s degree of altruistic tendency. A lower value of β compared to α implies that a player gives a larger weight to his own payoff when his payoff is smaller than the average payoff of others compared to when it is larger. In line with Charness and Rabin (2002), we can define the following cases for β≤α≤1:

Case 1: The players like to have their payoffs higher than those of the other players. When β≤α≤0, the player is highly competitive.

Case 2: Players prefer the payoffs among all players to be equal. This "Inequity Aversion" holds when β<0<α≤1 (see Fehr and Schmidt 1999).

Case 3: The third model is the so-called "Social Welfare Consideration," which holds when 0<β≤α≤1. The parameter a captures the extent to which a player weighs the average payoffs of the other n-1 agents compared to his own payoff, when his own payoff is higher than the average payoff of the others.

Case 4: If α=β=0, we have the condition that a player cares only about his or her own welfare.

Investment decision

An agent makes two decisions. First all agents independently make a decision how much to invest xi. In order to make this decision, agents are assumed to estimate the expected utility based on expected behavior of others.

The expected investment level of others is equal to
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where ηi is the cooperation level of other agents as expected by agent i. This enables agents to estimate each an expected level of the public infrastructure,
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Agents make a prediction how much of the resource would be available to the group using the production function of Table 1 with the expected value 
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How much is expected to be available to agent i depends how much upstream agents have taken from 
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. The lower the level of cooperation they expect from the other participants, representing here the upstream participants, the less she expects to receive from the resource before it is her turn. Hence agents assume that an amount 
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is available for agent i.  
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If agent i expect other agents are cooperative, ηi = 1, they take an equal share from the resource. If they are expected to be less cooperative, more than an equal share is expected to be taken.

In rounds 2 to 10 a simpler estimation technique is used by the agent to determine 
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. The agents are assumed to expect the upstream participants take a share si from the expected resource size.
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The value of  si is updated each round as defined below.
We use the values of αi and βi to define how much the agent takes from the share that is expected to be available to her. Agents who are selfish are expect to take the whole amount of available resources, but those with other regarding preferences are expected to take a lower level.
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Now the agent can define her utility of investing xi and receiving
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 from the resource. Using the expected earnings, we can estimate the expected utility for agent i for each level of investment. Based on the expected utility levels, agents make a probabilistic choice how much to invest
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Where Pr(x) is the probability of investing an amount x in the public fund and λ is the weight given to the utility values. If λ is 0 all options have an equal probability, while if λ is equal to infinity the agents choose the option with the highest expected utility.

Extraction decision

Based on the investment decisions of the agents the actual level of the public infrastructure p can be determined. Now, each agent makes a decision how much to collect, based on the available resource at the turn she can make the decision. Similarly to the investment decisions, the expected utility for each level of collection is determined, and decisions are made from upstream to downstream.
Learning

The agents update the expected level of cooperation ηi based on the information they received on the average investments of the other agents. The learning parameter τ1 defined the speed of learning. If τ1 is equal to 1, agents do not learn, while if τ1 is equal to 0 agents assume that the level of cooperation in the nest round is the same as observed in the current round.
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Similar for the expected share which upstream agents are expected to extract, we assume that agents update the value of si based on the observed share, where τ2 is a learning rate.
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Model implementation

The Model is implemented in Netlogo 4.1.3 such that BehaviorSearch (http://behaviorsearch.org/index.html) could be used.
Since we use the model for calibration we simulate the model 100 times for 32 groups to calculate the fitness function as defined in Janssen (2012).
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