Prisoner's Dilemma Game on Complex Networks with Agents'

Adaptive Expectations
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The Model
In the present model, the evolutionary prisoner's dilemma game on complex network is studied. The BA scale-free and the WS small world networks are used here. In literature, many studies have proven that the scale-free network favors cooperation emergence. Both kinds of networks are constructed according to the original papers. In a scale-free network construction [Barabási and Albert 1999], a small full-mesh network is first built. Each time a new node is added, the model adds a given number of edges that connect the new node to existing nodes, according to the probability proportional to the node degree of the network. The WS small world network is also implemented according to the standard algorithm [Watts and Strogatz, 1998]. 
The model consists of a set of N agents connected through a complex network. As in the usual case, agents are located on the vertices of the network. This network defines the neighborhood for each agent in the system. In every simulation step, agents interact with other agents within their own neighborhood.. The agent can choose only from two strategies: cooperation (C) or defection (D). The status of Agent i at time t is a vector [image: image2.emf] that can be described by one of the following two values:
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indicating cooperation or defection respectively. Following common practice but with some modifications, the payoff matrix is transformed into a simplified form as follows:
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Here, b signifies the defection temptation in prisoner's dilemma game. In addition, [image: image5.emf] means that the defection temptation is no larger than the total payoff received from cooperation, therefore if both agents choose cooperation, their welfare will be better. r is the payoff when both agents choose defection. In many models, r is set to zero; however, this makes the agent indifferent to both cooperation and defection when his opponent chooses defection strategy. Therefore, r is set to a slightly larger value than zero, which means that agents would prefer defection to cooperation when his opponents choose defection, as it is a more reasonable choice. (In our model, setting r to zero will make the cooperation more easily emerge; however, in many models, set r to a value lager than zero will make the cooperation emergence more difficult. We have testes these in the simulations. These results show that the agents’ expectation will promote the cooperation emergence.)
In each step, every agent interacts with his neighbor agents: the real payoff he will get from the prisoner's dilemma game at time t can be described as follows:
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j is the agent who is directly connected with agent i on the network. 
If agent i make a decision according to his expectation, things will become slightly different, and the computation of the expectation payoff is needed for this agent. It is assumed that the number of neighboring agents expected to take cooperation strategy is [image: image7.emf]
at time t, and there are ni neighboring agents in total for agent i on the network. Agent i expects that there are agents taking defect strategy; therefore, if agent i's takes the cooperation strategy, the expected payoff that he will receive next time is set as follows:
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Agent i's expected payoff, which he will receive next time if he takes the defection strategy, is as follows:
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In addition, as previously noted, agents are adaptive about their expectations. They will learn from experience and adjust their expectations accordingly. The number of agents actually adopting cooperation strategy is denoted by [image: image10.emf]. The expectation adjustment formula is thus set as follows:
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This means that if current cooperators among his neighboring agents are more than his expectation, then agent i will increase his expectation; if current cooperators among his neighboring agents are less than his expectation, he will lower his expectation. Otherwise, expectation will be kept unchanged.
[image: image12.emf]is the expectation adjustment speed; the larger the value, the faster the expectation adjustment, and more closely the expectation will be adjusted to the current number of real cooperators among the agents' neighborhood. If [image: image13.emf]is 1, player’s current belief will be equal to the real number of cooperators in the previous round, which means that the player will choose a strategy according to the situation completely. If [image: image14.emf]is 0, player’s belief will never change once it was set at the beginning, that is to say, she will never change her belief regardless of the actual number of cooperators. The updated value of expectation according to formaluae (6) will be used to calculate the next-round expected payoff by formaulae (4) and (5).
During the evolutionary process of prisoner's dilemma game, every agent needs to decide whether he should change his strategy in each iteration step. If agent i does not form an expectation or does not choose a strategy according to the expectation of his neighboring agents' strategies, he will then compute [image: image15.emf] the payoff of the adopting opposite strategy given his neighboring agents' strategies remain unchanged. Agent i will then replace his strategy with an opposite strategy based on a probability, which is calculated by their utilities difference. The transition rule or probability is shown in the following formulae.
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Here, si and so is the current strategy and its opposite strategy, respectively. [image: image17.emf] relates to the noise in the choice. If [image: image18.emf]equals 0, the updating results will be random. If [image: image19.emf] approaches infinity, the updating rule will definitely choose the strategy, which will bring the agent more payoffs. Though noise may have a significant effect on the evolutionary process, it is not this paper's main focus; therefore, we choose a big enough value for [image: image20.emf]. As to the issue of selection intensity and noise, Santos et al.(2006) can be used as a reference. In addition, in the present paper, agents update their strategies synchronously.

If agent i forms expectation regarding his neighboring agents' strategies, then the strategy transition rule is modified to reflect the effect of agents' expectation. Agent i will compare the expected payoff if he changes his strategy with the payoff he currently receives. Therefore, the transition rule set as the following formulae.
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Here, [image: image22.emf] is the expected payoff if this agent changes his strategy when his neighboring agents' strategies remain unchanged. The difference between formulae (7) and (8) lies in whether agents’ expectation is taken into account; therefore the utilities of different agents are calculated differently.
By adding the expectation payoff to the transition rule or probability calculation, this model addresses the issue of the agent forming expectation regarding how many neighboring agents will choose the cooperation strategy and then chooses his own strategy according to that expectation. If the agent with expectation expects that he will get more payoffs when he switches his strategy, he will be more likely to change his strategy. Otherwise, he may prefer to retain his current strategy. Furthermore, this transition rule is more similar to the best response updating strategy and avoids the limitation of imitation learning. In the present model, the agent is more conscious of the fact that he is playing the prisoner's dilemma game with his neighboring agents. In this sense, agents have more intelligence than the agents who can only imitate other agent's strategies, and are able to display more complete knowledge about the details of the prisoner's dilemma game.
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Simulation 
The simulations are carried out on two kinds of complex network: BA scale free network and WS small world network. In these simulations, we studied the effects of agents’ expectation and other related parameters on cooperation emergence in complex networks. 
In simulations, two thousand agents located on the network vertices are connected by this complex network. In its initial status, 50% of the total agents are cooperators and they are distributed randomly in the network. The average degree of the nodes of BA network and WS small world network is 4 and 6 respectively. As it will be shown in the simulations, the network degree of WS small world network does not affect results very much, so we choose the network degree to be 6, not 4(in fact, using 6 will get similar results). The noise or [image: image24.emf] in the agent strategy selection process is set to 0.1. b or the defection temptation is varied in the interval [1, 2]. [image: image25.emf]or the adjustment speed of expectation is set to be 0.2, which means that agents do not adjust their expectations very quickly. The payoff agent will receive or r when both agents defect is set to 0.1, a small but reasonable value. 
The initial expectations of agents can be the set at same value for all agents, or are randomly drawn from an interval if heterogeneous agents are taken into account. Here, another scheme is used--- agents expect some percentage or rate of their neighboring agents, which is a random value lying between [0, 1] to represent how much percent of their neighboring agents will take the cooperation strategy. This random value is then multiplied by the number of neighboring agents will be the number of agents expected to adopt the cooperation strategy in the next iteration. This random value of all agents is called the initial expectation distribution. The number of agents having expectation about other agents’ strategies lies between [0, 2000]. The default values for parameters are summarized in Table 1.
Table 1: Simulation parameters

initial cooperator number     average degree    [image: image26.emf]    [image: image27.emf]   r    initial expectations  
50%              4(BA), 6(WS)    0.1   0.2  0.1        [0,1]                 
number of agents having expectation        b          network nodes number
[0,2000]                       [1,2]              2000
During these simulations, we adjust parameters to test their effects on cooperation emergence. Also, it should be pointed out that in the simulation process, all agents will continuously update their strategies and make decisions according to the status of their neighborhood agents and the expectations regarding other agents' strategies. Therefore, in some cases the system may not evolve to a stable status because of randomness and adaptation of expectation, though the fluctuation may vary with time. This is also a feature that is brought about by the introduction of expectation into the model. In order to achieve a reasonable result in the situations where the cooperation frequency fluctuates greatly, their results are listed separately, instead of listing the average results, which may hide the fluctuation of cooperation frequency. However, it should be noted that stochastic factors may affect the simulations results, for example, when not all agents have expectations about the strategies of their neighboring agents, the location of these agents on the networks, especially on the BA networks, will perhaps greatly affect the result. In this situation, the statistically results will be the more reasonable as shown in literature. This concern does not matter in our research, because it was found that the location of agents with expectation will not affect the simulation result much given our simulation results (perhaps due to the fact that the least number of agents with expectation is big enough compared to hub node number in BA network). So the statistical results are not provided in our research (we provide the source code in the Open ABM forum).[image: image28.png]
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